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Preface

Makerere University has so far successfully organized and hosted four Annual International Conferences since 2005. The Conference provides an international forum for researchers and practitioners to present and discuss the state-of-the-art research and practices in Computer Science, Software Engineering, Information Systems, Information Technology, Computer Engineering, Data Communications and Computer Networks and ICT for Sustainable Development.

This is the fifth conference in the ICCIR series. While the original theme of ICT for sustainable development is still strong, for the last years the conference has been held as the International Conference on Computing and ICT Research (ICCIR). This name reflects the broad nature of ICT research that, in the end, contributes to sustainable development.

A brief look through these proceedings will convince you of the explicit mix of applied and basic research across the disciplines. Keynote speakers and contributing authors alike address both generic developments and applications of state-of-the-art research to specific African problems.

Thus, in the Computer Science stream, basic research contributions range across semi-supervised learning, dynamic resource allocation, automatic auction mechanisms, and more. In the Information Systems stream, researchers look at appropriate selection of applied grid computing, information systems paradigms, language translations, decision and bio-health applications. In Data Communications and Computer Networks, basic research ranges from security issues in Wireless Sensor Networks, network path optimization, and access network for ISDN.

On the applied research side, we see investigations into ICT adoption amongst grassroots NGOs; mobile phone use for development, gender and ICT, service oriented architectures, culture effects on software development and e-learning for rural communities. There are studies into applications of ICT to support interaction amongst SME clusters, between lecturers and students, and amongst stakeholders in small scale farming.

The Faculty of Computing and Information Technology at Makerere University again hosts ICCIR, with the generous support from both the Netherlands Organization for International Cooperation in Higher Education and IBM. The conference starts off with a pre-conference workshop on Innovative Mobile Technology and services for Developing countries, PhD colloquium sessions which give trainee researchers the valuable opportunity to expose their research to kindly but searching critique. The main conference has one guest speaker, five keynote speakers and the 28 contributed papers that each survived review by two independent reviewers.

A conference like this one can only succeed with an excellent team effort. We would like to acknowledge the great contribution from the technical committee members and paper reviewers who helped in the review of the submitted papers, select high
quality papers, and provide valuable comments to the authors. Special thanks go to the organizing committee and the ICCIR secretariat who worked hard to bring together the many strands needed to create a successful conference. As in previous years, the publishing teams at Fountain Publishers, Kampala, were professional and prompt, and the Conference Secretariat worked hard and long.

ICCIR Secretariat
Keynote Speaker Biographies

Henk SOL is a Professor at the Faculty of Economics and Business (Business and IT) at Groningen Nederland Netherlands and the Technical University Delft. He is a Commissioner for Groningen Airport Eelde NV te Eelde; Director / owner Sol Information Management BV, Haren, President Foundation Board PAO Informatica, Informatica seminars Foundation Board President, Foundation Board Member Allersmaborg; Member of the Board of Trustees Nicolaes Mulerius; Advisory Professor The Expertise Centre. Chaired Professor of Business Engineering and ICT at Delft and Groningen, Supervisor responsible for over 60 Ph.D. dissertations and some 20 dissertations are presently being supervised. He has highly published in both Journals and conferences in the discipline of Business and IT.

Jean GREYLING is an Associate-Professor at the Department of Computer Science and Information Systems at the Nelson Mandela Metropolitan University in Port Elizabeth, South Africa. He obtained his PhD in 2000, focusing on the selection of first year IT students. Since then he has been actively involved in various projects related to Computer Education. As lecturer he specializes in teaching programming at various levels from First Year to Honours. His current interest relates to the use of technology in the development of communities. Some of his current postgraduate students are researching the use of mobile phones for serving various communities. This includes skills provision as well as supporting new students on campus.

André Paul CALITZ is currently a Professor in the Department of Computer Science and Information Systems at the Nelson Mandela Metropolitan University in Port Elizabeth, South Africa. He has supervised 46 Honours treatises, 14 master dissertations and 6 PhD’s. He has 19 refereed journal publications, 46 refereed conference publications and two book contributions. He has been an ICT consultant on projects for businesses in S.A. such as VW, Firestone and NMBM.

He served on the UPE and NMMU Council (Elected by Academics), and his research interests include ICT education research, ICT personnel research, HCI and data visualisation, ICT Project Management, ICT strategic advantage and E/M –Commerce. He was awarded the Eastern Cape Computer Society of South Africa: ICT Computer Person of the Year, Eastern Cape and was the first Professional Member of the CSSA in the Eastern Cape, South Africa.

Joseph Kizza MIGGA is currently a professor of Computer Science and Director of the Center for Information Security and Assurance at the University of Tennessee - Chattanooga, Tennessee, USA. His research interests are in Social Computing and Computer Network Security in which he has so far published numerous conference and journal articles and more than seven books. He was appointed a UNESCO expert in Information Technology in 1994. He is the chief editor for the Journal of Computing and Information Research.
Anthony J. RODRIGUES is Professor of Computer Science at the School of Computing and Informatics, University of Nairobi. Research interests include Scientific Computing, Approximation Theory, Error Analysis and Systems Modeling. He has also been involved in the design and development of sustainable integrated management information systems at various universities and is currently studying the developmental impact of various ICT policies and strategies (or the lack thereof) in the region.
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Part One

Information Technology
Integration of Biometrics with Cryptographic Techniques for Secure Authentication of Networked Data Access

Abanti Cyrus Makori

The modern Information Technology evolution demands the use of computer networks with strict security performance. The password-based authentication system and the token-based systems that are current deployed, are not able to meet this performance. Achieving higher levels of security requires authentication. Today’s standard security mechanism is a password that you create, remember it, and change it frequently. These passwords are not foolproof because they can be stolen, forgotten, cracked, sniffed and even tampered with. In fact it is quicker to gain access to electronically held data, copy or print it out than it is to search through or photocopy manually held files.

The problems of traditional personal authentication systems may be solved by biometric systems. Biometric identification is extremely effective authentication. It is an important weapon to protect against credit card fraud and phantom withdraws. Biometrics can identify a person’s unique physical characteristics, including fingerprints, facial features, voice pattern, retinal, irises DNA and keystroke.

The problem with biometrics approach is that the biometric properties cannot reasonably be kept secret. Although biometric systems have advantages over traditional system, one of the unsolved issues is how we can combine cryptography with biometrics to increase overall system security. The objectives of this paper are:

1. To critically examine the attacks on traditional personal identification authentication systems in order to determine the risks of using password based authentication.

2. To examine the biometric technologies and how they are used in authentication with an aim to improvise a secure model.

3. To apply cryptographic techniques in biometric system with a view to increase its security on networked data access.

1. Introduction

The Information Technology (IT) revolutions such as the Internet, wireless communication, and e-commerce have led to organisational data to be accessed online and offline. The major headache is how to securely authenticate identity of the people they are dealing with. Identification and authentication requirements are steadily increasing in both online and offline. There is the urgent need of both the public and private sector entities to know who they are dealing with. Andrew [2003] has defined authentication as a technique by which a process verifies that its communication
partner is who it is supposed to be and not an impostor. Technology demands that either you fully automated or semi-automate the operations. This means that the data is electronically stored.

Authentication is the binding of an identity to the principal. Network-based authentication mechanisms require a principal to authenticate to single system either local or remote. According to Bishop [2003], subjects act on behalf of some other external entity. The identity of that subjects control the action that subjects may take. The subject must bind the identity of that external entity. The trick lies on the proving that the identity supplied for authentication indeed proves the subject to be the real subject.

The current security model for verification of identity, protection of information and authentication to access data or services is based on using a token or password, tied to and thereby representing an individual to either authenticate identity or allow access to information [Ann et al, 2007]. This token may be password or shared secret (something you know), an identity card (something you have) or biometric (something you are). In all these cases, the details of the token are held by a third party whose functions is to authorise and at times allow the transaction to proceed if the details of an individual's token match those stored in a database.

According to Andrew [2003], William [2000], Simson [1997], Kaufaman et al [2002], O'Brien [2004], Turban and Wetherbe [2000] and Haag et al [2002], have identified noticeable weaknesses of the traditional-based authentication. The password which is the most commonly used technology for authentication may be guessed by hackers, eavesdropped, forgotten, stolen, wired among others. Bishop [2003] in particular identified a number of password categories that are easy to guess. Kessler [1996] in his paper that appeared in the internet and internetworking security published in 1997 identified the password weaknesses as password guessing, blacklisting, password theft, login spoofing, monitoring the traffic between the user and the computer, and replay attack.

To secure the password-based authentication, a secret that has 64 bit randomness is desirable. This means that the users are required to have much long password that is difficulty to remember. Research has also shown that many organisations are becoming sceptical on the other person they are dealing with. Turban and Wetherbe [2000] noted that vulnerability of information system is increasing day by day as we move towards a highly networked and distributed computing.

Kaufman et al [2002] identified authentication systems such as password-based, address-based and cryptographic authentication all of which have some weaknesses. Many researchers have proposed the use of biometric-based authentication as the most secure and privacy way to access data on the network. [Haag et al 2004, William 2003, Bishop 2003, Ann et al at 2007, Umit 2006].

2. Authentication

Authentication is a technique by which a process verifies that it's communicating partner is who it is supposed to be and not an impostor [Tanenbaum 2003]. According
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Authentication is the binding of an identity to a principal. Verifying the identity of a remote process in the face of a malicious active intruder is surprising difficult and requires complex protocol based on cryptography. Authentication deals with the question of whether you are actually communicating with a specific process. Network based authentication mechanism requires a principal to authenticate to a single system either local or remote [Bishop 2003]. On such a case subjects act on behalf of some other external entity. The identity of that entity controls the actions that its associated subject must bind to the identity of that external entity.

Authentication is used to verify the identity of users in order to control access to resources, to prevent unauthorized users from gaining access to the system and to record the activities of the users in order to hold them accountable for their activities [Mathew 2002]. This is the reason why external entity must provide information to enable the system to confirm its identity. Authentication process consists of obtaining the authentication information from an entity, analyzing the data and determines if it is associated with that entity. The information comes from (i). What the entity knows (Password, secret information), (ii). What the entity has (Badge or card), (iii). Where the entity is (Terminal), and (iv). What the entity is (Fingerprint, odour, retina, hand geometry).

2.1. Password-Based Authentication

Password is information associated with an entity that confirms the entity’s identity [Bishop 2003]. This is an example of authentication mechanism based on what the people know. The user supplies a password, and the computer validates it. If the password is one associated with the user’s identity, the identity is authenticated. If not the password is rejected and authentication fails. Kaufman et al [2002] argues that password based authentication is not who you know, its what you know. In the middle ages castles and fortress were building to protect the people and the valuable properties inside [Pfleeger and Pfleeger 2007]. This traditional way of providing security was characterised by strong gate or door to repel invaders; heavy walls to withstand objects thrown or projected against them; surrounding moats, to control access; arrow slit to let arches shoot approaching enemies; crenulations to allow inhabitants to lean out from the root and pour hot or vile liquids on attackers; draw bridge to limit access to authorised people; and gatekeepers to verify that only authorised people and goods could enter.

Turban et al [2003] has defined access control as the restriction of unauthorised user to access to a portion of a computerised user or to the entire system. Access to a computer consist of physical, access to system and access to specific commands, control transaction privileges, programs and data. Password cracking is a technical vulnerability attacks to a system [Scott et al 2003]. Each user account represents a potential vulnerability. In spite of all efforts, even difficult-to-guess password become essentially worthless with the advent of fast cheap computer, utilities like crack and network sniffers. Breaking into the system is no longer a big deal anyone can do that, even a script kiddie [Fadia 2003]. According to Pfleeger and Pfleeger [2007] network
environments needs authentication, but this is difficult to achieve securely because of the possibility of eavesdropping and wiretappings.

Password authentication has a number of weaknesses making authentication to fail. This is due to the way to control password distribution, password is simple and easy, naïve implementation, brute force attack, eavesdropping and guessing [Mathew 2003, Comer 2004, William 2006, Tere and Null 1999, Pfleeger and Pfleeger 2007]. The passwords that are easily guessed as put forward by Bishop [2003] are those based on Account names; Usernames; Computer names Dictionary words; Reversed dictionary words; Pattern from keyboard; Shorter than six characters and Containing only digits. All these passwords can be learned by: (i). Try default passwords used with standard account that are shipped, (ii). Exhaustively try all short passwords, (iii). Try words in the systems online dictionary or list likely passwords, (iv). Collect information about users. (v). Use Trojan horse, and (v). Tap line between remote use and the host [William 2006].

In the context of communication across networks the attackers that have been by William [2006] are disclosure, traffic analysis, masquerade, content modification, timing, sequence source and destination repudiation. The main disadvantage of password is that they can be stolen and forgotten. Hence to help cap this problem, biometric technologies are used as discussed in the following section.

3. Biometric Technologies

The problems of password authentication can be solved by biometric [Laudon and Laudon 2006]. Biometric has been describe by [Bishop 2003] as the identification by physical characteristics. Using such a feature for computer to authenticate would eliminate errors in authentication. These feature are physiological (fingerprint, hand geometry, eye (iris and retina), face and ear), behavioural biometric (such as voice, signature, keystroke, and gait) and esoteric biometric (facial thermographs, DNA, odour and palm vein). These biometric advantage and disadvantages are discussed in the section that follows.

3.1. Physiological biometric

a. Fingerprint

When you touch something with your fingers, you leave a specific impression on the touched item. This is called a finger print. A fingerprint has been defined by Oxford Dictionary as an impression on a surface of the curves formed by ridges on fingertip, especially such an impression made in ink and used as a means of identification. One of the most common forms of biometrics available is the fingerprint. The strengths associated to this are that it is more widely accepted, convenient and reliable.

A foetus’ fingerprints are normally fully developed already after seven months. Except for big injury, disease or decomposition after death the specific characteristics on one’s finger does not change throughout a lifetime [Henning, 2005].

During the years of working with fingerprint matching, examiners have come up with three levels of detail in fingerprint [Bolle et al 2001 and Bishop 2003]: Level 1, Global or Galton Level: If you have a look at your fingerprint you will see it is a
“landscape” full of papillary lines. The higher and lower parts of the papillary lines are called ridges and the valleys respectively. According to [Henning, 2005] the formation of these ridges and valleys are combination of several environmental and genetic factors. The direction in the skin formation is given in the DNA structure but final structure of the fingerprint is formed by different random events such as the position of the foetus in the womb, and the composition and density of the surrounding amniotic fluid. This is why fingerprints, unlike DNA, are different on identical twins. The flow of the ridges and valleys, together with singular points, core and delta, ridge count and orientation all belong to the set of features that can classify and index a fingerprint at the first level [Henning, 2005]. The pattern is classified using the Henry classification system. **Level 2, Local Level:** At the local level the examination process looks closer at different local ridge characteristic, so called minutiae. A minutiae characteristic is a ridges termination, where a ridge ends or a ridge bifurcation, where a ridge diverges into two new branch ridges. The NIST standard for Forensic Identification definition of minutiae is “friction ridge characteristics that are used to individualise that print. Minutiae occur at points where a single friction ridges deviate from an uninterrupted flow. Deviation may take the form of ending division or immediate origination and termination”. **Level 3, Very Fine Level:** At this level, intra-ridge details can be detected. These are essentially the shape and position of the sweat pores which are considered highly distinctive and can help identify a person. It requires high resolution.

The fingerprint scanners are fairly cheap. The FBI certified fingerprint scanners are Indentix, DBI, Crossmatch, Veridom, Infeneon and Authentec [Bolle et al, 2001]. However the error rate associated with this is approximately one in one hundred. The fingerprint biometric technology merits are: Long tradition of use as immutable identification in law enforcement; large existing database; Good for forensic investigation; can be collected using low-technology- means and converted into digital forms; and Low cost readers. However fingerprint have problems including Presentation of fingerprint, Elasticity of the skin, Pressure, Bad quality fingerprint, Impostor attacks, Public un acceptance in some countries as it is associated with criminal activities, Contact based sensing and Can be hard to get a good read with old, cold, greasy, cut, or bruised fingers.

*b. Eyes (Iris and Retina)*

Current research suggests that it might be possible to use iris scan to determine not only that a woman is pregnant but also the sex of the unborn child. According to Haag et al [2007] future transaction processing systems will be integrated with biometric processing system (BPS). The BPS will capture and process physiological characteristics of the person performing the transaction. The physiological characteristics may include the presence of alcohol, illegal drug, hair loss, weight gain, low blood sugar, vitamin deficiencies, cataracts and even pregnancy.

c. **Hand Geometry**

Hand geometry is the measurement and comparison of the different physical characteristics of the hand. According to Bolle et al [2001], Hand geometry is one way of identifying a person. It involves computing the widths and lengths of the fingers
at various locations, using the capture image. These metrics define the features of the user's hand. Hand geometry has been used for physical access and time attendance at a wide variety of location. For example it has been used at Citibank data centre, 1996 Atlanta Olympics, New York university dorms, University of Georgia to verify students when they use their meal cards, Walt Disney World and US Department of immigration and naturalisation has installed it at Fastgate Bermuda International Airport.

The hand scan is manufactured by Recognition System Inc. (RSI)-patent a division of Giant Ingersoll-Rand. Founded in 1986. It is a popular means of biometric authentication due to public user acceptance, good for verification, and easy for self administration.

Although hand geometry doesn’t have the high degree of performance or individuality, they are limited by poor for identification, no international database, and contact based sensing.

d. **Face Recognition**

Face recognition is the process of authentication of a person based on different characteristics on his or her face. Humans often recognise each other by their faces, but no one knows which are the most significant characteristics used when a human recognises another human face. This is the reason why there is no unified theory on how to best represent and recognise a face in an automated biometric authentication system. However the fundamental structure of the face is mostly used and most systems are invariant to variables like position, pose, expression, facial hair or glasses.

Face recognition software can operate in different environments, from well controlled environments to uncontrolled environments. The controlled environment is when a person sits in front of the camera and is looking straight into the camera without any special expressions. This method is usually used for verification (confirming claimed identity, such as with a computer logon, or an ATM). The surveillance cameras, at a football match; scanning the faces of the crowd, looking for known hooligans is an example of face recognition system. This is usually used for identification (picking one person out in a database of many). Face application include surveillance, database lookup, video indexing, secure computer logon, airport and banking security. The main advantages of face recognition are: Public acceptance; No intrusive or contact less; Works with photographs, videotapes or other image source; and Good for verification. The disadvantages of face recognition are: need good lighting, poor for identification, and individuals have option of disguising the face.

It is to understand that the face recognition has some challenges. A face is detected according to shape and features in the image, such as eyes, ears, and mouth. To cope with some of these problem, neural networks is often used in face recognition software. This allows the software to “learn” how to perform classification tasks base directly on patterns in data [Orlan, 2003]. The top suppliers of facial recognition system are Viisager Technology, and Visionic

3.1. **Behavioural biometrics**
a. **Voice recognition**

Voice recognition is a very common biometric technology. The goal of voice recognition is to understand spoken words - that the contents of what is being said [Orlan et al 2003]. The voice recognition technology will be valuable in systems that require hands free system, such as hand free set for mobile phones and voice command interpretation in automated telephone call centre. Other potential uses include computers, cars, consumer electronics and even appliances [Orlan et al 2003].

Voice recognition has unique advantage over other biometric because it relies on human speech, which is primary modality in human-to-human communication, and provides a non-intrusive method for authentication. By extracting appropriate features from a person's voice and modelling the voiceprint, the uniqueness of the physiology of the vocal tract and the articulatory properties can be captured to high degree and used very effectively for recognising the identity of the person. Recognising the user based on voiceprint is commonly known as speaker recognition in academic community, encompassing speaker verification, speaker identification, speaker classification, speaker segmentation and speaker clustering.

Speaker recognition has improved over the years hence it is very favourable with respect to fingerprint recognition and other biometric [Mansfield et al 2001]. IBM has developed conversational biometrics which combines acoustic voiceprint recognition with knowledge-based recognition and more than 60 invention disclosures have been filed, covering various aspects of robust acoustic voiceprint recognition knowledge-based recognition [Ramaswamy 2003].

The major vendors are T-Netix, Naunce, and Veritel of America. There are two modes which voice recognition can operate in. The most common is the constrained mode or text-dependent mode, where the user is restricted to predetermined single words or short phrases. In unconstrained verification mode where the speech input is free, or text-independent, the user is not required to say the same sentence during each access, but this mode has a higher error rate than constrained mode [Orlan et al 2003]. The advantages of voice recognition are: Very high accuracy and flexibility when combined with knowledge verification; Non-intrusive authentication; Incremental authentication - waits for more voice/knowledge data when higher degree of recognition confidence is needed; Continuous authentication, maybe embedded in natural dialogue; Background authentication; Public acceptance; and Inexpensive hardware, suitable for pervasive security management. The disadvantages of voice recognition are: Performance degrades under severe environmental noise; Lack of public awareness; and Not robust enough to determine an identity by itself as is vulnerable to tape recorders mimicry by humans [Malt et al, 2003].

When using voice authentication error mainly occur due to the following factors like age, sickness, acoustic, misread/misspoken utterance, emotional states and placement or distance to microphone or use of different microphone.

b. **Signature**
Signature dynamics is how a personal signature is generated and what features it holds. Geometry, curvature, and shape information of words and characters are all features provided by the signature itself, while pressure metrics, stroke direction, speed, and pen up and pen down events say something about how the signature was generated [Orlan et al 2003]. Signature verification may be divided into two groups. (i) Off-line signature verification: These are signatures that only have a static visual record, such as signature on traditional paper, painting, etc., often written with ink and (ii). On-line/digitised signature verification: This signature is where pen trajectory and/or dynamics are captured by electronic devices and digitised.

Transformation and atomisation of off-line signatures to digitised media is a complex process, and hence a reliable verification of the signature is not possible. The verification of the on-line signature is on the other hand feasible, and is more and more used authentication in the business world. The signature has weaknesses. It is mostly used for one-to-one verification, different signatures collected from the same person may vary, in shape and feature, shape and weight of the pen, surface on which the signature is written, personal and emotional factors at time of signing, and the signing is routine or not.

c. Keystroke

The keystroke dynamics is to identify users based on his/her typing techniques using traditional pattern recognition and neural network techniques [Bolle et al 2001]. One of the advantages of keystroke dynamics compared to signature is that no traditional equipment is required. Keystroke dynamics recognition system can either be used for single authentication or for continuous monitoring. For single authentication the user typically is required to type a phrase as he/she normally would do, and the software compares this provided template with the one previously stored for this user. In a continuously monitoring system, the software monitors the keystroke dynamics detected on the keyboard. If the user for example left his working station unattended and another person started using the computer (typing on the keyboard), the system could immediately recognise this as a different user, lock the system and ask for re-authentication.

One of the purposes of using the keystroke dynamics for authentication is to make passwords more secure. Because keystroke dynamics require the user to type the password in a certain way, with regard to speed, hold time, press and release pattern among others. It would be more difficult for an impostor to falsely authenticate to the system, even if he/she knows the password.

3.1. Esoteric Biometrics

a. Facial Thermographs

Facial thermography biometric recognition uses cameras sensitive in the infrared spectrum to recognise patterns of facial heat. Facial heat is caused by the blood flow under the skin, and makes a distinct pattern. Facial thermograms yields the same blood vessel pathways that are the underlying vein and tissue structure, but the dynamics nature
of the blood flow causes fluctuation due to environment conditions such as variation in temperature, ingestion of alcohol, drugs and cigarette smoke.

Facial thermography has special feature that other biometric characteristics cannot provide, the image can tell if the person is present or absent, alive or death, attentive or not attentive, physically rested or fatigued, relaxed or anxious [Orlan et al 2003]. It functions from either short distance. It is in place in several airport terminals and at any border crossing to help determine the identity of individuals at a distance who may be involved in criminal activities without alerting the individual that they being monitored.

b. Deoxyribonucleic Acid (DNA)

This is a molecule that carries the genetic information necessary for organisation and functioning of most living cells and control the inheritance of characteristics. DNA is a way of biometric characteristics, but differs from standard biometric characteristics in the following ways: DNA requires a tangible physical sample as opposed to an impression, image or recording. DNA matching is not done in real-time and currently not all stages of comparisons are automated. DNA matching does not employ template or feature extraction, but rather represent the comparison of actual samples.

c. Palm Vein Pattern

This system uses infrared beam to penetrate the user’s hand as it is waved over the system. It relies on using a special camera together with an infrared light. The camera captures the image of the vascular pattern made by the blood vessels everyone has on the back of their hand. These patterns are developed at the foetus stage; differ even between identical twins except from overall size, consistent throughout life. It has high level of authentication accuracy due to the complexity of vein pattern.

4. Integration of Biometric with Cryptography

4.1. Attacks on biometrics system

Authentication with biometric has advantages over password because biometric cannot be stolen, lost, forgotten, lent or forged and is always available, always at hand to speak (Fadia 2003). However biometric have problems such as: Are relatively new and some people may find their use intrusive (resisting), Devices are costly, Readers use sampling and establish a threshold for match is close enough to accept (variation reduces accuracy), can become sing point for failure, False reading, speed limits accuracy, and forgeries. These attack areas are (i). Type one attacks: involves presenting fake biometric e.g. fingerprint made from silicon, face mask, fake iris texture to the sensor, (ii). Type Two attacks: Replay attack—because an interpreted biometric is submitted to the feature extractor, bypassing the sensor, (iii). Type three attacks: The feature extractor module is replaced with a Trojan horse program that functions according to its designer’s specification, (iv). Type four attacks: Genuine feature values are replaced with values selected by the attacker, (v). Type five attacks: the matcher is replaced with Trojan horse, (vi). Type six attack: template database attack e.g. addition, modification, or removal of
Vulnerability of information systems is increasing as we move towards a networked computing [Turban et al 2000]. The need for security is now increasing because organisation are now recognising as corporate data is increasing being stored on computer and acceptance that any loss or unavailability of these data could prove to be disastrous [Cannony and Begg 2004]. To enhance biometric security, encryption techniques are examined in the next section.

4.2. Biometric Encryption

Cryptography is the science and art to transform message to make them secure and immune to attacks [Behrouz 2006]. Encryption is the encoding of the data by special algorithm that renders the data unreadable by any program without decryption key. Biometric encryption authentication is a strong, certainly far superior to passwords. The technology is mature, products exist standards define product’s interface, reliability rate are acceptable and costs are reasonable [Pfleeger and Pfleeger 2007]. The cryptographic techniques those are available like public key infrastructure, hash algorithm, message encryption and Kerberos. These though have problems according to Simson [1997] such as: Private keys are not people; distinguished names are not people; there are too many Robert Smith; Today’s digital certificate doesn’t tell much; and X.509V3 does not allow selective disclosure.

4.3. Survey Results Analysis

Various studies and survey have been done as examined in the previous section in this paper. These studies however are from the developed countries with that have the latest technologies. In less developed countries like Kenya and others is Africa, the issue of biometric security is different. In a survey we did at Kabarak University Kenya reveals new challenges facing biometric application in less developed countries. Most active users of the electronic are between the age of 21 years and 30 years as shown on figure. This age bracket is aggressive in having an authorised access.
The users of the electronic resources at Kabarak University have to be authenticated before they can access the resources. This is probably due to the password requirement the system administrators. Figure 2 show that 100% of these users must supply their username and passwords before they can access the computer resources, of this 60% had lost their passwords, 84% have ever forgotten the password and similar percentage had given out their password. This presentation is shows clearly that the use of password is a threat to electronic resources.
It is interesting to note that while no biometric system had been installed in the institution before this survey, 40 percent of the respondent had a theoretical understanding of biometric technologies as show in figure 3. The 60%, who had no idea about, are like to pause danger to authentication process. However, when asked which biometric they will prefer to use combined technologies as shown in figure 4.

The survey done shows that security is of great concern for most of the electronic user. What the less developed countries need is brainstorming, availing the information. From 4 there are various reservations on biometric technologies. The signature and fingerprints have low acceptance level compared combined technologies. What the users need is system the assures the of the security of their data.
5. Conclusion

Modern Information Technology revolution that is heavily networked requires authentication that is the binding of an identity to the principal. The password which is the most commonly used technology for authentication has weaknesses. These weaknesses can be solved by biometric technologies such as fingerprints, hand geometry, facial thermographs, face recognition and DNA. The survey done also shows that there is need for combined biometric technologies. Though biometrics has problems; they can be enhanced by cryptographic techniques. An integration of biometrics with encryption provides an enhanced secure authentication system for our electronic resources. In less developed countries like Kenya and other African are willing to implement new authentication system. What are needed in the less developed countries are the willingness and knowledge availabilities.
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A Requirements Analysis Framework for Human Activity Systems (HAS): The Case of Online Learning

Philip O Ayoo and Jude T Lubega

The task of designing information systems is clearly interdisciplinary, since it requires domain knowledge in business process development within the social environment, and the processes management of technological applications. This paper explains e-learning as a human activity system, which requires soft methodologies that deal with the analysis of evolving and ill-defined needs, as well as traditional hard approaches to the design of physical solutions to meet those needs. Consequently, a requirements analysis framework is proposed for constructivist online learning systems in which soft systems thinking is integrated as the essential strategy of requirements elicitation and analysis. This framework is capable of capturing both the formal and informal, as well as the hard and soft aspects of the requirements within a social environment.

1. Introduction

Requirements drive almost every activity, task, and deliverable in a software development project [McEwen, 2004], since accurate requirements form the most essential part of the formula for successful software product development. On surveys of failed projects, the one cause of failure that shows up most often is having missed or poorly defined requirements. Consequently, poor requirements are the biggest problem that end up increasing the budgeted engineering cost and not matching with the expected quality. Without good quality of specifications the people charged with developments will have no firm idea of the needs of the would-be users of the systems [Liu, 1992].

According to Rose [2002], the software engineering approach to information systems development (ISD), in association with structured methods, and the more recent generation of object-oriented development methods, remain the most significant influence on contemporary systems development. Many other influences (prototyping, RAD, extreme programming) share the same primarily technical standpoint. However, given the nature of the IS discipline, a technical standpoint is reasonable and inevitable, but many commentators have pointed out that it tends to exclude or minimise many other important factors: social, cultural, political, semantic, managerial and so on [Rose, 2002]. For this reason, a lot of research is currently on-going to better understand the social aspects of IS development.
2. Purpose of Requirements Analysis

Systematic requirements analysis is also known as requirements engineering, and is sometimes referred to loosely by names such as requirements gathering, requirements capture, or requirements specification [McConnell, 1996]. The term can also be applied specifically to the analysis proper (as opposed to elicitation or documentation of the requirements).

A requirement describes what a system should do. According to Technology Blueprint, requirements are enumerated specifications that list characteristics that identify the accomplishment levels needed to achieve specific objectives for a given set of conditions. Requirements include business goals, objectives, processes, and all other business and system requirements whose purpose is to alter the “as is” view of the world in some way [Bleistein, et al., 2006]. A requirement is a vital tool to help clarify client needs, the business objectives, and methods required to fulfilling that need. However, requirements must be actionable, measurable, testable, related to identified business needs or opportunities, and defined to a level of detail sufficient for system design.

Some people separate “requirements analysis” from “analysis” [The Object Agency, 1995]. Within this categorization, “requirements analysis” involves the establishment of system and/or project requirements, and “analysis” (e.g. structured analysis and object-oriented analysis) involves the proposal of a solution (going no deeper than the user interface) that satisfies the established requirements. According to Merriam-Webster Dictionary, analysis is the separation of a thing into the parts or elements of which it is composed; it is the examination of a thing to determine its parts or elements, including a statement showing the results of such an examination. Analysis often begins with the recognition of a need/want, and goes no deeper (in detail) than the “user interface” of the delivered product [The Object Agency, 1995]. Within this perspective, therefore, requirements analysis is the investigation of a problem that focuses on what functionality is required but not on how to provide that functionality. Beyond this (i.e. providing functionality) is design, which starts at the “user interface,” and defines the internal software architecture for the delivered product.

Sudhakar [2005] identifies the types of requirements needed for capturing all aspects of software. They are:

1. Business Vision and Business Requirements: These are described as the “why” requirements. They capture the high level objectives of the organization or customer requesting the system or the product. They can be considered as “why we are doing this” requirements and should capture the fundamental reason for product existence.

2. Functional Requirements: Functional requirements can be considered as the “what” requirements. These capture the functionality that must be built into the system to satisfy business requirements. Use-cases are a great way to document functional requirements.

3. Non-Functional Requirements: They are the “how” or “how well” requirements. They capture the technology specific and “-ility” requirements of the system like compatibility, usability, availability, performance, reliability, etc.
4. **UI Prototypes**: UI prototyping helps in reducing risk, decreasing system size and complexity, and reducing requirements change. The UI prototypes (or screenshots) are the most effective way of communicating requirements to the development team, as they provide a great visualization tool for both development and test engineers to understand the exact software flow.

The requirements analysis for the construction of requirements specifications is the key activity for successful developments of systems [Liu, 1992; Wiegers, 2003; Vat, 2005]. Without good quality of specifications the people charged with developments will have no firm idea of the needs of the would-be users of the systems. Naik [2004] observes that getting the requirements right in the first place costs 50 to 200 times less than correcting code. According to this observation, each hour spent on review avoids an average of 33 hours of maintenance. Ideally, therefore, any project over two weeks duration should necessarily include the requirements analysis process [Naik, 2004].

The ultimate aim of understanding end-users and their requirements is to develop a product that is both useful and usable, the combination of which determine the usability of a system [Löwgren 1995, cited in Neale et al., 2007]. According to the International Organisation for Standardisation (ISO), usability is the extent to which a product can be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use. Indeed, users have been shown to be more satisfied with system design arising from thorough requirements analysis [Neale et al., 2007], and lack of user input has been cited as one of the major reasons for the failure of system development (Standish Group, 1994). To prevent this disaster, the clients have to be involved in the whole process of the developments of systems for consultation by the developers [Liu, 1992].

### 3. Classifying and Documenting Requirements

Requirements analysis can be a long and arduous process during which many delicate psychological skills are involved [Wikipedia]. Conceptually, requirements analysis includes three types of activity:

1. **Eliciting requirements**: the task of communicating with customers and users to determine what their requirements are. This is sometimes also called requirements gathering;

2. **Analyzing requirements**: determining whether the stated requirements are unclear, incomplete, ambiguous, or contradictory, and then resolving these issues;

3. **Recording requirements**: Requirements may be documented in various forms, such as natural-language documents, use cases, user stories, or process specifications.

As observed by McEwen [2004], requirements are not requirements unless they are written down. Sudhakar [2005] states that the most critical factor of successful software product development is the right requirements documentation. Taking the time at the beginning of a project to define and document needs, features, and requirements enables one to establish traceability to ensure that software requirements specification aligns with business objectives and continues to do so throughout the project [McEwen,
Poor requirements are the biggest problem that end up increasing the budgeted engineering cost and not matching with the expected quality.

According to Pohl [1993] (cited in Williams and Kennedy, 2006), the term requirements engineering is used to describe a systematic process of developing requirements through an iterative co-operative process of analysing the problem, documenting the resulting observations in a variety of representation formats, and checking the accuracy of the understanding gained. McEwen [2004] explains three separate documents within which requirements are usually captured (as shown in figure 1):

1. Stakeholder needs
2. Software features
3. Software requirements specification

**Figure 1: Requirements Categories [McEwen, 2004]**

**Stakeholder Needs**
Stakeholder needs, which are part of the problem domain, describe what stakeholders require for a successful project. In other words, needs describe what the application should do to help improve or lower the cost of a business process, increase revenue, or meet regulatory or other obligations. Documenting stakeholder needs involves identifying, understanding, and representing different viewpoints. Often, users and stakeholders do not know how to solve the entire problem but are experts at explaining what they need to do their job better. Each stakeholder sees the problem from a different perspective. Therefore, one must understand the needs of all stakeholders in order to understand the entire problem domain.

**Software Features**
After defining stakeholder needs, they must be translated into a set of distinct system features. Needs do not indicate a particular solution; they simply describe the business need. It is perfectly fine for stakeholders to express themselves in any way they wish; often, an analyst will want to ask additional questions to clearly understand both needs and features. Needs are part of the problem domain, and features are part of the solution domain. It is critically important to fully understand the problem domain before deciding
on a solution; often, an analyst will find opportunities to generalize the solution once they fully understand the problem.

Software Requirements Specification

A requirement is a software capability that must be met or possessed by a system or a system component to satisfy a contract, standard, or desired feature. Requirements may be classified into functional and non-functional requirements. Functional requirements present a \textit{complete} description of how the system will function from the user’s perspective. They should allow both business stakeholders and technical people to walk through the system and see every aspect of how it should work before it is built. Non-functional requirements, in contrast, dictate properties and impose constraints on the project or system. They specify \textit{attributes} of the system, rather than what the system will do.

4. Traditional Requirements Analysis Techniques

During requirements analysis energy should be directed towards ensuring that the final system or product conforms to client needs rather than attempting to mould user expectations to fit the requirements [Liu, 1992]. A trained software practitioner called the “requirements analyst” communicates with knowledgeable user(s) to understand what the requirements are. Analysts can employ several techniques to elicit the requirements from the customer. Historically, this has included such things as holding interviews, or holding focus groups (sometimes referred to as requirements workshops) and creating requirements lists [Wikipedia]. More modern techniques include prototyping, and use-cases. Where necessary, the analyst will employ a combination of these methods to establish the exact requirements of the stakeholders, so that a system that meets the business needs is produced.

Noting that the quality of requirements specifications directly affects the quality of the developed systems, Liu [1992] and Urquhart [2001] outline some of the more commonly used techniques in requirements analysis:

4.1 Structured System Analysis Methodology

Two different sorts of methods for system analysis have been developed under the name of structured system analysis methodology: \textit{informal methods} and \textit{formal methods}. The specifications produced using \textit{informal methods} (such as Structured Analysis Method) are comprehensible due to the notations such as diagrams, graphics and natural language, etc, but lack the formality. \textit{Formal methods} try to overcome this weakness by adopting mathematical notations. The specifications produced using formal methods are concise and precise in general, but lack comprehensibility. Therefore, there is a great need for developing a language and a method for producing comprehensible and precise requirements specifications.

4.2 DeMarco’s Approach

Tom DeMarco first proposed the model of data flow diagrams to be a method and language for requirements analysis. A data flow diagram shows the connections between processes, data flows and files. DeMarco’s data flow diagram provides the hierarchy mechanism to fit into complex requirements analysis. The hierarchical structure in data
flow diagrams is constructed by decomposing each upper level bubble into a sub data flow diagram which reflects the details of how to transform their input data flows into their output data flows. The function of each bottom level process is usually specified using structured English. In addition to the data flow diagrams, a data dictionary is usually designed for defining data flows, components of data flows, files and processes occurring in the data flow diagrams.

4.3 JSD

JSD, short for Jackson Software Development, is a systematic method for specifying and implementing computer systems, especially for information systems. JSD starts with the description of the model of the real world and then specifies the functions of the system to be developed based on the model of the real world. The implementation step is therefore centrally concerned with transforming the specification to make it convenient to execute. To be clear and understandable, JSD provides a series of diagrams for the development steps.

4.4 SSADM

Structured Systems Analysis and Design Methodology (SSADM) breaks down the work into phases, which are then divided into stages. The three phases of SSADM are: feasibility, analysis, and design. The feasibility phase consists of two stages: problem definition and project definition. These stages assess the scale of the problem and the costs and likelihood of improving the situation. The analysis phase includes three stages: analysis of the current system, specification of the required system, and select service level for new system. The design phase consists of three stages: detailed data design, detailed process design, and physical design control. Initially design is done at a logical level, and then converted to a physical design. In a SSADM project, data flow diagrams (DFDs) are used to describe the existing physical system, the logical equivalent of the existing system, and the required system, while logical data structuring technique (LDST) and entity life histories (ELHs) diagrams are employed to describe the data requirements.

4.5 Prototyping

In the mid-1980s, prototyping was seen as the solution to the requirements analysis problem. Prototypes are mock-ups of an application that allow users to visualize an application that has not yet been constructed. The technology of rapid prototyping presents an effective approach of portraying functionality. But its power is limited as rapid prototypes are produced based on the informal requirements specifications of the proposed systems. The possible misunderstanding of the specifications during the rapid prototyping often affects the quality of the rapid prototypes and therefore a lot of modifications for the rapid prototypes are required in order to fit clients’ true requirements. Eventually the rapid prototyping is not rapid and the cost is not so low.
4.6 Use Cases

The “use case” is introduced as a more formal method for requirements capture and initial planning. Use cases typically avoid technical jargon, preferring instead the language of the end user or domain expert. According to McEwen [2004], organizations are rapidly adopting use cases as a means to communicate requirements because they:

1. are easier to create, read, and understand than traditional functional specifications;
2. show how the system will work from the users’ perspective rather than the system’s perspective;
3. force us to think about the end-game (what is the user trying to accomplish by using the system?);
4. require us to define how the system should work, step-by-step;
5. provide an excellent basis for building test cases and helping to ensure that these are built before the code is written;
6. provide a common requirements “language” that is easy for stakeholders, users, analysts, architects, programmers, and testers to understand.

Fundamentally, use cases provide a way of depicting and structuring the interaction of a real world Actor (person, organisation or external system) with the application being studied. Use cases do not describe any internal workings of the system, nor do they explain how that system will be implemented, but simply show the steps that a user follows to perform a task. Use cases are often co-authored by requirements engineers and stakeholders.

4.7 Object-Oriented Requirements Analysis

Object-oriented requirements are requirements where the information (content) is localized around, and expressed in terms of, objects and the interactions and interrelationships among these objects [The Object Agency, 1995]. Object-oriented requirements analysis is a process whereby two important activities occur: one, we study user (customer) wants/needs to arrive at an object-oriented definition of the implicit or explicit criteria that must, should, or might be met by any delivered solution to these wants/needs; and then we define project needs, priorities, and constraints (preferably in an object-oriented manner), and define an object-oriented solution to the user (customer) wants/needs that, preferably, goes no deeper in detail than the user interface(s).

Object-oriented analysis aims to overcome some of the problems of the structured methodologies (such as SSADM), which can become a rigid straitjacket on systems development [Urquhart, 2001]. The high degree of consistency within object-oriented approaches, coupled with the recursive/parallel life-cycle, greatly blurs the distinction between what has been traditionally thought of as “analysis,” and what has been traditionally thought of as “design.”

4.8 CRC Cards

One similar structured approach to user involvement in the process of object-oriented development is the use of Class, Responsibility and Collaboration (CRC) cards. The
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A technique uses small teams, including users who are “domain experts”, with the aim of discovering the objects, the classes that the system comprises, their responsibilities (what they do) and their collaboration, how they interact with other objects in the system. Brainstorming is used to derive provisional classes and behaviour and role-playing is then used to work through some scenarios, “living the system”. The technique is aimed at a better, deeper understanding of the problem situation so that the information system developed provides a proper solution.

5. Problems With Traditional RA Techniques

The software crisis of the 1960s embodied a growing realisation that systems took too long to build, cost too much and did not work too well [Lycett, 1999]. According to a survey by the Standish Group [McEwen, 2004], of more than 352 companies reporting on more than 8,000 software projects: over 40% to 60% of defects in software are caused by poor requirements definition; 31% of all software projects are cancelled before they are completed (a waste of $81 billion); customers do not use 20% of their product features; while 53% of projects cost 189% of their original estimate. The survey also revealed that in large companies, only 9% of projects are on time and within budget; in small companies, 16% of projects are on time and within budget; while the average time overrun is 222% of the original estimate [Williams and Kennedy, 2006].

According to Williams and Kennedy [2006], systems failure has been blamed on poor requirements engineering process, resulting to poor understanding of domain knowledge and poor use of methods, techniques and tools. Most requirements analysis writings either advise general guidelines which are short of any concrete operational aspects, or they are not simply at the scale of complex open systems construction [Bastani, 2007]. The Standish Group survey also asked respondents to identify the causes of these failures. Table 1 below shows the top three reasons why projects are “impaired.”

<table>
<thead>
<tr>
<th>Project impairment factors</th>
<th>% of Responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lack of user input</td>
<td>12.8%</td>
</tr>
<tr>
<td>Incomplete requirements and specifications</td>
<td>12.3%</td>
</tr>
<tr>
<td>Changing requirements and specifications</td>
<td>11.8%</td>
</tr>
</tbody>
</table>

As this table shows, poor requirements are the biggest problem. McEwen [2004] observes:

If it isn’t clear what you are supposed to build, how can you estimate the cost of building it? How can you create a project plan, assign resources, design system components, or create work orders? You need accurate requirements to perform these
activities. Of course, requirements evolve as a project proceeds, but carefully worded basic requirements provide a starting point. Then, as the project progresses, you can fill in details and update planning documents as the requirements evolve.

In their study, Williams and Kennedy [2006] established that errors in information systems have the following distribution: incomplete requirements 56%, design 27%, coding 7% and other 10%. The high error percentage due to incomplete requirements is attributed to the poor methods used to elicit and analyse requirements. Further evidence that errors due to incomplete requirements analysis take a disproportionate larger effort share has been provided: incomplete requirements 82%, design 13%, coding 1% and others 4% (Williams and Kennedy, 2006).

In *Software Project Survival Guide*, Steve McConnell [McConnell, 1996] comments that “fixing upstream defects downstream can cost 50 to 200 times as much as fixing them upstream”. This is compelling motivation for taking the time to plan, and is a pretty logical statement when one considers that, during requirements analysis (an upstream activity), a feature is described using a handful of words. Once that handful of words makes it to code (a downstream activity), it can be hundreds or thousands of lines of program code.

Although substantial progress has been made in terms of methods, techniques and tools used within the requirements engineering (RE) phase of systems development, little attention has been paid to the understanding of the RE process effectiveness itself [Williams and Kennedy, 2006]. The designers of information systems (IS) and programmers often begin designing and programming the incumbent system too early, before they actually understand the users’ or stakeholders’ requirements.

In recognition of this defective methodology, the Garmisch Conference [1968] recommended the application of a systematic, disciplined and quantifiable approach to the development, operation and maintenance of software (the discipline of software engineering). This provided a somewhat technical orientation to information systems development, which also later demonstrated the inadequacy of computer science to address socially based problems associated with the use of computers in an organization or business context [Lycett, 1999]). For the future system to be effective it has to have a balance between the technical worldview of designers and programmers, and the social worldview of users and customers [Urquhart, 2001; Castro, et al., 2002; Williams and Kennedy, 2006].

Checkland and Holwell [1998] argue that information systems are more than “data manipulation” systems and that the study of the human activity systems is vital to an understanding of what an effective information system might look like. A human activity system (HAS) is an assembly of people and other resources organized into a whole in order to accomplish a purpose [Nardi, 1996; Banathy, undated]. The people in the system are affected by being in the system and, by their participation in the system, they affect the system. According to Vat [2005], IS developers must therefore understand the intertwined regularities and idiosyncrasies of human activities and create systems that support the right moves and degrees of agility at the right times and places and for specific purposes.
6. Systems Thinking

The design of IS must therefore be examined more closely from a systems perspective. Checkland [1981] draws attention to two alternative paradigms to explain the nature and significance of systems thinking. In the first paradigm, the world is considered to be systemic and is studied systematically; while in the second paradigm, the world is problematic, that is, it admits to many different interpretations and we study it systematically. Following this continuum, the first paradigm reflects the notion of hard systems thinking, while the second paradigm reflects the notion of soft systems thinking.

Hard systems thinking refers to systems engineering thinking where a systematic process of problem solving is followed [Geode, 2005]. Within this thinking, information systems development is traditionally seen as a hard approach, where stages of a lifecycle can be identified to simplify the development process. As an example, the system development lifecycle (SDLC) for traditional information systems, can be classified as a hard systems approach to systems development. Typical phases of the SDLC according to the ‘waterfall’ model [Royce, 1970] include requirements analysis, system and software design, implementation and unit testing, systems testing, and operation and maintenance. In this mode, user participation is normally restricted to the first phase and testing is done according to user specifications.

During the analysis phase of a software development effort, however, the analyst(s) must accomplish two goals: first, achieve an adequate, complete, and verifiable understanding of the problem at hand, i.e., the problem that the new/modified system is supposed to solve (about 60% of the analysis effort according to researchers); and second, define a solution to this problem, i.e., describe how the new/modified system will appear to the user(s). Hard systems rely more on the technical view in the design of computer-based information systems, and this approach usually leads to failure in such projects [Goede, 2005]. Jackson [1997] [in Cropley and Cook, 2005] identifies, among the reasons for failure of information technology systems, the fact that most of them give inadequate attention to the human and organizational factors which are vital in determining the ultimate effectiveness of new systems. Cropley and Cook [2005] emphasize that the lack of success to date, results from the limited scope of systems engineering methodology as currently applied and the inability of hard systems engineering, by itself, to adequately deal with this complex systems domain.

Action research carried out at Lancaster revealed that traditional approaches from systems engineering were not suitable to all environments, particularly those experiencing some kind of “problem” which could not easily be defined [Bond and Kirkham, 1999]. Since the purpose of information systems is to facilitate and mediate social interaction, the social aspects are a crucial element in their development and use [Lycett, 1999]. Traditional hard techniques are therefore of little use in the initial analysis of a human activity system, which is likely to have problem areas that are not clearly defined, and which are unstructured [Lehaney and Paul, 1996; Williams and Kennedy, 2006].

Soft systems methodology (SSM) was therefore developed to provide a structured methodology, which could be used to explore such problems, initially as a precursor to
information systems design. SSM is a general problem structuring approach that seeks to incorporate multiple stakeholder views in the analysis of a given problem [Moores and Gregory, 2000]. When applied to IS development, the method requires negotiation and debate between the stakeholders when exploring the feasibility of developing an information system.

Effective requirements engineering, therefore, is most effectively seen as a form of heterogeneous engineering in which technical, social, economic and institutional factors are brought together in a current solution space that provides the baseline for construction of proposed new solution spaces [Bergman, et al., 2002]. The rationale for the suggested methodological pluralism is to maximize our understanding in elicitation of domain knowledge that can be specified and validated to improve the effectiveness of the RE process.

Thus, according to Hutton [2006], it is sensible that a soft systems analysis precedes the definition of the user requirements and the transition into the hard world of solutions. In this respect, Hutton [2006] recommends the introduction of an additional layer to the familiar ‘V’ model of systems development, with a transition from soft to hard thinking as the problem situation is refined into a statement of requirements, and then from hard to soft again as we ensure the system delivers the requirements within the operational context and does improve the situation. This is illustrated on figure 6 below.

Figure 2: Adding another Layer to the Systems Engineering V-Model [Adapted from Arnold et al, 1998]

This model shows that SSM can be applied as an additional layer to a systems engineering framework. The root definitions and conceptual modeling encourage stakeholder
involvement and buy-in during the early stages of a project, and provide an abstract representation of what is needed to develop and justify the user requirements. Maintaining the rich picture and the conceptual models provides a vehicle to demonstrate that the system has improved the problem situation, hence another layer to the ‘V’. Eva [2004] believes that the end result in SSM is an understanding of the problem domain so that a hard study can then be applied to specify a solution.

7. E-Learning Requirements Analysis

Learning involves real life situations, and real life involves ill-formulated and ill-structured problems and conditions: real life problems have context, depth, complexity and duration; involve cooperative situations and shared consequences; and are worth solving and can provide benefits when solved [Fitzsimmons, 2001]. In the analysis of any learning environment, whether small or large, one observes within it a set of human activities related to each other so they can be viewed as a whole [Checkland, 1981].

The analysis of learners’ requirements is vital for identifying what they want and what they expect from a learning environment [Sun et al., 2003]. A learning environment can be seen as a complex socio-technical system, since it can be idealised as an open system that depends on the technology, the sentiments of the members, and the organisational environment [Checkland, 1981]. It is also essential for the instructional designer to know learners’ characteristics in order to build a system that maps learners’ preferences.

Although the system is organised to focus on a primary task (the learning) this cannot be separated from the environment and the social factors, including cultural ones [Slay, 2002]. For active, authentic learning, then, activities should be ill-defined, comprise a single complex task to be investigated over a sustained period of time, provide the opportunity to examine the task from different perspectives, promote reflection to enable abstractions to be formed, promote articulation to enable tacit knowledge to be made explicit, and provide coaching and scaffolding by faculty at critical times [Fitzsimmons, 2001].

The design of traditional e-learning environments has been criticized for being technology-driven rather than problem-driven or learner-driven [Tynjala and Hakkinen, 2005]. In designing e-learning systems, however, von Brevern (2004) argues that one needs first to define the psychological (i.e. cognitive) and social rationales, and then incorporate them into any instructional design model. Indeed, von Brevern believes that applying the pedagogical context of e-learning (cognitive, behavioural or social) is key to understanding and planning educational technology systems that are interrelated to “subject heavy domains” or “context specific” environments.

The situated aspects of learning, according to Bell [2006], could be explored better if learning was regarded as taking place within a human activity system (HAS), and therefore, rather than focusing on ‘hard system’ thinking, Peter Checkland’s soft systems methodology (SSM) has been found to be quite appropriate during the initial phases in developing e-learning artefacts. Hutton [2006] argues that SSM would encourage the analyst to explore the problem situation rigorously, rather than to develop a solution to a perceived problem, or even to define a problem that fits the preferred solution.
For this reason, e-learning solutions must include features related both to software design issues, and pedagogical aspects [Tynjala and Hakkinen, 2005; Epstein, 2006]. Because software design and pedagogical solutions are inter-depended, the design process itself has to be carried out as a collaborative process between experts in learning and experts in software design.

8. Proposed Requirements Analysis Framework

From the foregoing discussion, a framework may now be proposed for analysing requirements for a constructivist online learning system. Carey and Carlson [2002] advise that in order to develop a framework that addresses a set of applications in a domain (or domains), one needs to have requirements from each of these applications (for each domain). Requirements are best gained from experts in the domain, for example, from business analysts for business applications (or education/e-learning experts for e-learning requirements). These domain experts do not have to be technically savvy—that is the technical team’s job—but they need to know the applications (or more specifically, the business processes) in the domain (or domains) very well.

A six-step framework has been proposed for this analysis (figure 3), and the process is explained in the sections that follow.
Figure 3: Proposed Requirements Analysis Framework for Constructivist Online Learning System
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LMS Evaluation
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- Stakeholder views on LMS functionality
- LMS standards (IMS, AICC, SCORM)

Identifying Feasible and Desirable Changes
- Functional requirements
- Ideal LMS architecture
- Implementation (hardware and software)

Recommendations to Improve the Situation
8.1 Problem Definition and Understanding

Preceding requirements analysis, a comprehensive structured approach is applied in understanding the challenges faced and the gaps that currently exist in the provision of personalised e-learning. As observed by Talavera et al. [2001], successful technology-based environments design must start with a compelling vision statement where the stakeholders of the project reach an agreement on what problem need to be solved and which are the boundaries and most important features of the system. Ideas from Checkland’s 7-stage soft systems methodology (SSM) will be applied in developing this understanding.

First, the researcher must seek to develop a proper understanding of the e-learning environment with respect to the learning environment that they seek to address. Apart from literature review, as many perceptions of the problem situation as possible are captured from a wide range of people to ensure a balanced view of the situation. This is done through consultations (in the form of structured interviews) with education/e-learning experts, LMS system administrators, and learners, especially those with some experience in using the web as a teaching and learning resource. More preferably, this sample will be selected from instructors who have at least shared an online version of a syllabus, posted an instructor profile, or reviewed and critiqued online resources on the web.

8.2 (e-)Learning Needs Assessment

The exact needs of learners in this environment are established, and then the main e-learning platforms that are currently being used to address these needs are identified. Respondents here include learners, education/e-learning experts, instructors, content developers, and LMS system administrators.

A case study approach is employed in developing an understanding of the e-learning needs, and the three East African Partner States of Kenya, Tanzania and Uganda are included. Data is collected from three universities in this region, which are currently experimenting with online learning in a meaningful way – Makerere University (Uganda), University of Dar es Salaam (Tanzania), and University of Nairobi (Kenya). Sampling from the three countries in the region is expected to give a relatively diverse set of views based on the experience of users.

Various strategies are employed when collecting facts, ranging from very informal, unstructured approaches to very formal, structured tools employed in traditional systems analysis. Participant observation, for instance, is used to identify tasks performed (what learning activities are undertaken), identify tools employed (the e-learning systems/platforms used), and establish interactions between people/systems (the extent to which users appreciate the systems). A consensus workshop (in the lines of focus group meetings) is conducted within each of the three universities to examine the various models and attempt to reach an accommodation between the viewpoints reflected. All relevant stakeholders – learners, instructors, education/e-learning experts, content developers, LMS system administrators, etc – are participants in these meetings.
8.3 Contextual Analysis

There must be a deliberate attempt to analyse the environmental and situational contexts within which learning occurs, and which may have some impact on learning – including technology use and challenges (e.g. access to Internet (bandwidth), cultural traits that influence learning (e.g. reading culture), and individual predisposition towards learning (e.g. learning styles). The target group for this category are mainly the learners themselves, supplemented by instructors and LMS system administrators. Over a period of time, a database of the user characteristics and the corresponding preferences would allow for the automatic generation and recommendations of the design features of a constructivist framework. Personalisation rules are established based on the database of the relationship between user characteristics and their preferred design features.

8.4 LMS Evaluation

Before these systems are considered effective, the user experience is studied and analyzed to provide the optimum solution to meet pedagogical needs of both faculty and students. This not only by studying the systems themselves, but also seeking views of users – including learners, instructors, education/e-learning experts, etc. These platforms are studied in detail in order to understand their core features, and how they implement the various learning theories/models as informed by the identified needs. In another study [Ayoo, 2008], it was established that East African universities use mainly an open source system called Moodle for their e-learning activities, while popular commercial products are Blackboard and WebCT. Still others (used occasionally/minimally) include WEDUSOFT, KEWL and A-Tutor.

Constructivist evaluation offers a very explicit methodological framework, grounded in the epistemology of social constructivism, with clear points of convergence and useful pointers to appropriate validation criteria for research [Levy, 2003]. Constructivist evaluation is employed to consider claims (assertions favourable to what is being evaluated); concerns (unfavourable assertions); and issues (items on which reasonable people might disagree). This type of evaluation aims to reach consensus between different stakeholders and the evaluators in organising the negotiation.

Based on the evaluation criterion, both structured and semi-structured questionnaires are used to capture the views of users on the present online learning environments. Various features are taken into account when evaluating the online learning platforms, starting from the function and usability of the overall learning system in the context of the human, social and cultural contexts where they are used, and developing an understanding of how the various features are integrated to facilitate personalised learning. Both pedagogical and technological aspects are carefully examined.

When evaluating learning management systems, one hears a lot of terms that end in “-ity”: high availability, usability, scalability, interoperability, stability and security. Hall [2003] provides a framework within which each of these issues may be examined to establish why they are critical to the function of any enterprise management system.
1. **High availability**: The LMS must be robust enough to serve the diverse needs of thousands of learners, administrators, content builders and instructors simultaneously.

2. **Scalability**: The infrastructure should be able to expand—or “scale”—to meet future growth, both in terms of the volume of instruction and the size of the student body.

3. **Usability**: To support a host of automated and personalized services, such as self-paced and role-specific learning, the access, delivery and presentation of material must be easy-to-use and highly intuitive—like surfing on the Web or shopping on Amazon.com.

4. **Interoperability**: To support content from different sources and multiple vendors’ hardware/software solutions, the LMS should be based on open industry standards for Web deployments (XML, SOAP or AQ) and support the major learning standards (AICC, SCORM, IMS and IEEE).

5. **Stability**: The LMS infrastructure can reliably and effectively manage a large enterprise implementation running 24x7.

6. **Security**: As with any outward-facing collaborative solution, the LMS can selectively limit and control access to online content, resources and back-end functions, both internally and externally, for its diverse user community.

From an operational point of view, the extent to which the LMS and its key components are web-deployable – including content management, user administration and system administration – is established. Further, the evaluation targets the extent to which the LMS is built on an open architecture that supports the emerging learning standards – IMS, AICC and SCORM. These industry-standard groups are creating technical specifications to enable and support a unified, standardized content model for web-based learning.

### 8.5 Identifying Feasible and Desirable Changes

The focus at this stage is to seek ways of improving the situation, by identifying possible changes in the system structure, system procedures and attitudes of the users. Here, care is taken to ensure that the changes are systemically desirable, that they are as a result of the insight gained from selection of root definitions and conceptual model building, and that they are culturally feasible given the characteristics of the situation, the people in it, their shared experiences and their prejudices.

Stakeholder views are sought on what their expectations are from an ideal/improved environment. The aim is to collect worldviews on the question “What is your view of a pedagogically effective online learning environment?” In applying a systems engineering perspective to e-learning, a number of issues are considered:

1. What are all the functional requirements an e-learning system must fulfill?
2. What should an ideal e-learning architecture look like?
3. How does one pull together all the hardware and software pieces to get the best solution for the identified needs?
8.6 Recommendations to Improve the Situation

The job at this stage is to implement the changes identified and put them into action. This is the stage at which a hard methodology now takes over in ensuring the development of a system to address the problem that will now have been identified and structured.

7. Conclusion

The emphasis in information systems development must be a collaborative effort between technical experts and those who truly understand the purposeful action served. Models of purposeful human activities can be used as scenarios to initiate and structure sensible discussion about information support for the people undertaking the real-world problem situations.

Hard systems engineering methods return to the foreground when the ill-structured problem of the human activity system has been refined to give satisfactory requirements for the realization of the components, in an evolving, complex environment. The central feature of a system methodology for real-time information systems, therefore, calls for the judicious application of hard systems methods to well-defined needs, in the global framework of a soft systems approach. Hard systems engineering must take place in, and be guided by, the nature of the overarching human activity system. As a result, the requirement for a complete systems approach, using both hard and soft concepts, is recommended for e-learning systems.
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Knowledge Management Frameworks: A Review of Conceptual Foundations and a KMF for IT-based Organizations.

Kyoratungye Karemente, Jennifer Rose Aduwo, Emmanuel Mugejera and Jude Lubega

In the new economic era, knowledge has become the primary source of wealth and consequently, the term knowledge economy or knowledge age. Rapid technological advancements and innovations have narrowed the gap between competing organizations such that the collective knowledge of employees is regarded as the key factor in producing innovative and competitive products or services. Organizations, since the early 1990s, have been forced to rethink the way they manage their intangible assets, which are in form of knowledge resources and therefore the need for knowledge management. Many organisations use knowledge management frameworks as a model that initiates and strengthens knowledge management activities in the context of achieving organisational excellence. However, different knowledge management frameworks do not fully address knowledge management activities across the organisation, such that each of them addresses certain knowledge management elements, while leaving others unattended to. The paper examined 21 knowledge management frameworks guided by three themes as knowledge management activities, knowledge management resources and knowledge management enablers (or influences) on knowledge management. A matrix was developed to capture the individual components advanced by each author with respect to knowledge management activities, resources and influences. Based on the matrices for activities, resources and influences, the individual components were harmonised and integrated in terms of relationships in the context of knowledge management.

The findings are that knowledge management activities are socially enacted activities that support individual and collective knowledge. The activities vary depending on which of the knowledge resources the organization aims at improving. Since each organization has a different focus, knowledge management activities take place in different contexts. These activities have been summarized as knowledge acquisition, creation, repository, sharing, use and evaluation. The organization should consciously choose which of these activities they intend to support in order to identify appropriate organizational variables and technology to enable them have effect. Based on findings, a new knowledge management framework has been proposed to guide practitioners and researchers when conducting knowledge management.

1. Introduction

The world is experiencing a new economic era in which knowledge has become the primary source of wealth [Savage, 1996] and this era has been termed the “knowledge age” or the “knowledge economy” [Sunasse and Sewry, 2002]. With the rapid technological advancements and innovations, the gap between competing organizations has been narrowed such that the trend now is to regard the collective knowledge of
the employees as the key factor in producing innovative and competitive products or services [Sunassee and Sewry, 2002]. Based on this development, Zack [1999] argues that organizations view knowledge as their most valuable and strategic resource, while Nonaka [1998] agrees by pointing out that in an economy, where the only certainty is uncertainty, the only sure source of lasting competitive advantage is knowledge. This change of focus since the early 1990s has forced organization to re-think the way they manage their affairs given that the emphasis is no longer on tangible assets but on intangible assets as well in form of knowledge resources and hence the need for knowledge management [Sunassee and Sewry, 2002].

Knowledge Management (KM) derives its importance from the support it provides to organizations to gain competitive advantage and effective working through sharing and re-using knowledge [Abdullah et al., 2005]. In the global market, knowledge management initiatives are used to systematically control information and expertise to improve organizational responsiveness, innovation, competency and efficiency. The collaborative functions of groupware, for example, Lotus Notes encouraged real-time collaboration and information sharing through the concept of “places” as virtual rooms similar to internet chat-rooms where team members can work on a document or share tools [FT, 2001]. According to Abdullah et al. [2005], there are many reasons why knowledge should be managed properly especially using collaborative technology. The reasons for knowledge management include information overload, technology advancement, increased professional specialization, competition, workforce mobility and turnover, and capitalization of organizational knowledge. In this paper, knowledge management is taken to mean the processes by which knowledge is acquired, created, communicated, shared, applied and effectively utilised and managed, in order to achieve an IT-based organisation’s existing and emerging needs including identification and exploitation of existing and acquired knowledge assets [Alavi and Leidner, 2001; Bhatt, 2001; Holm, 2001; Gupta et al., 2000; Davenport and Prusak, 1998; Quintas et al., 1997; Allee, 1997]. In this case, IT-based organizations have been taken to mean private or public organizations that apply IT systems to support and enhance their core operations including the processing of knowledge creation, storage/retrieval, transfer, and application [Alavi and Leidner, 2001].

Previous research on Knowledge Management Frameworks (KMFs) has enabled many organisations to conduct and implement knowledge management. These KMFs have served as foundations for planning and developing knowledge management systems (KMS) in IT-based organisations to achieve operational excellence. A KMS refers to a class of computer-based information system applied to managing organisational knowledge to support and improve the processes of knowledge creation, storage/retrieval, transfer and application. Most of KMFs discussed in this paper describe or prescribe how organizations manage their knowledge [Lai and Chu, 2000] but still show differences in many aspects including being incomprehensive in some ways [Holsapple and Joshi, 1999; Hsiangchu and Tsai-hsin, 2000]. Different frameworks do not fully address KM comprehensively to take care of organisational requirements [Calaberese, 2000], but each of them addresses specific aspects of KM elements with the implication
that other elements are left unattended to. However, with the advancement in technology and the specificity of many of the existing frameworks, there is need to review these frameworks in details and integrate them into a comprehensive model to facilitate future research and innovation in IT-based organisations conducting knowledge management.

This paper reviews and compares the existing KMFs proposed by various authors in the literature. A synthesis of the KMFs is undertaken to identify the commonalities and shortcomings. By combining these factors, the paper then proposes a new framework, which is believed to be more suitable for IT-based organizations. The paper is organized in the following manner. First, KM background is provided in the introduction followed by a discussion of the conceptual foundations of KM and its relation to information technology. Then a comparative analysis of the existing frameworks is presented, which leads to the development of the comprehensive KMF model. This is then followed by the presentation of the key distinguishing features of the new KMF and the conclusion.

2. Conceptual Foundations of Knowledge and Knowledge Management

2.1 Data, information and Knowledge

Data are at the lowest level of known facts, with little value on their own and have to be organized, analyzed, and interpreted in order to be of value. After the clean up of such data, it then becomes information. Accordingly, information can be described as assembled data into a message that is meaningful [Duffy, 1999]. Therefore, information is data or facts organised to describe a situation or condition [Wiig, 1993]. Information then becomes knowledge after it has been validated. It is the information with context, which provides the understanding and rationale associated with knowledge and cognitive experiences; its insight, judgment, and innovation. In general, knowledge can be experience, concepts, values, or beliefs that increase an individual's capability to take effective action [Alavi & Leidner, 1999; Allee, 1997]. This, therefore, implies that knowledge is a pre-requisite for decision making for many individuals and organizations.

2.2 Types of Knowledge

Previous research suggests the existence of different types of knowledge. According to Polanyi [1967], knowledge can be either tacit or explicit. Tacit Knowledge refers to the knowledge that has a personal quality that makes it hard to articulate or communicate. It can be said to be the knowing or the deeply rooted know-how that emerges from action in a particular context. The tacit dimension is based on experience, thinking, and feelings in a specific context, and is comprised of both cognitive and technical components. The cognitive component refers to an individual's mental models, maps, beliefs, paradigms, and viewpoints. The technical component refers to concrete know-how and skills that apply to a specific context [Popadiuk and Choo, 2006].

Explicit Knowledge refers to the codifiable component that can be disembodied and transmitted [Alavi and Leidner, 1999]. It is the know-what which can be extracted from the knowledge holder and shared with other individuals [Nonaka & Takeushi, 1995].
can be expressed in form of books, reports, data files, newsreels, audio cassettes, DVDs, CDs and other physical forms. The explicit dimension may also be classified as object based or rule-based. Knowledge is object-based when it is codified in words, numbers, formulas, or made tangible as equipment, documents, or models. It is rule-based when the knowledge is encoded as rules, routines, or standard operating procedures [Choo, 1998].

The rule-based knowledge is further broken down into four types of procedures [Cyert and March, 1992] as (a) task performance rules for accomplishing organizational tasks and facilitating the transfer of learning; (b) record-keeping rules on what records and how such records should be maintained by the organization; (c) information-handling rules that define the organization's communication system and (d) planning rules that guide the planning process and the allocation of resources among the activities of the organization.

Besides the tacit and explicit types of knowledge by Polanyi [1967], Choo [1998] introduced a third kind of knowledge - the cultural knowledge. This refers to the “assumptions and beliefs that are used to describe, and explain reality, as well as the conventions and expectations that are used to assign value and significance to new information” (p.112). Cultural knowledge is not codified but is diffused over the ties and relationships that connect a group. Although Nonaka and Takeushi [1995] did not mention cultural knowledge, they attempted to distinguish between knowledge of the individual and the collective. Individual knowledge is created by and exists in the individual according to his/her beliefs, attitudes, opinions, and the factors that influence the personality formation. Social knowledge is created by and resides in the collective actions of a group, which forms their cultural knowledge heritage. It involves the norms that guide intra-group communication and coordination.

Based on the foregoing and previous researches, Figure 1 below shows the different classification of knowledge. Further classification was provided by Alavi and Leidner [2001] basing it on its usefulness (value chain) and Zack [1998] who proposed procedural, causal, conditional and relational attributes.
2.3 Knowledge Management

According to Bukowitz [1999], knowledge management is the process by which the organization generates wealth from its knowledge or intellectual capital. In a simplified way, knowledge management is the process through which organizations generate value from their intellectual and knowledge-based assets. Most often, generating value from such assets involves sharing them among employees, departments and even with other companies in an effort to devise best practices. Hayek (1945) pointed out that knowledge sharing was an old concept in organizations in which the most important asset is considered to be its ability to process information. Knowledge management has been defined by Kinney (1998) as “the process by which an organization creates, captures, acquires, and uses knowledge to support and improve the performance of the organization”. This definition complements that provided by Anthony (1965) who defined information handling as “…the process of collecting, manipulating and transmitting information, whatever its use is to be…”

2.4 Knowledge Management Paradigms

Two main or meta-level paradigms to explicate knowledge management have been identified in the literature, namely, the scientific view and the social view [Hazlett and McAdam, 2005]. The scientific view of knowledge takes knowledge as “truth” [Alvesson & Willmott, 1996] and that knowledge is essentially a canonical body of facts and rational laws [Swann & Scarborough, 2001]. Gergen [1991] describes such indisputability as “scientists adding sanctity to ideology”. Researchers go through bodies of scientific facts, propose hypotheses, evaluate outcomes of deductions, and then build repositories of knowledge for organizational use.

Considering the limitations of solely relying on the scientific paradigm to interpret knowledge management, a different view or paradigm has been used [Demerest, 1997].
Such a paradigm is what is loosely referred to as the social paradigm of knowledge construction where Burgoyne, Pedlar, and Boydell [1994] state that the “philosophy of science has largely been replaced on the intellectual agenda by the history and sociology of knowledge which emphasizes cultural and historical processes rather than rationally superior knowledge.” This therefore implies that knowledge can be socially constructed rather than being seen as universal scientific truth, which Burgoyne et al. [1994] term “constructionist consciousness.” This concept agrees with Habermas’s view that knowledge constitutes human interest rather than being restricted to a functionalist science. The outcome of this debate is that knowledge management research can be undertaken using either the positivist approach or the interpretivist approach or both in combination but not any more on positivism alone. The implications of science and social paradigms for knowledge management research in relation to their sub paradigms, underlying epistemological assumptions and the applicable methods are shown in the Figure 2 below.

Figure 2: Reflexibility in Knowledge Theory and Praxis (adapted from Hazlett and McAdam (2005))

3. Knowledge Management Frameworks

In the 1990s, there was a strong inclination to research on Knowledge Management Frameworks (KMFs) to better understand knowledge management phenomenon. Many such frameworks have been developed and classified into two categories namely the descriptive and prescriptive frameworks [Holsapple and Joshi, 1999]. The descriptive frameworks attempt to explain the characteristics of the KM phenomenon while the prescriptive frameworks are geared to describing the methodologies to be followed when
conducting KM. In this paper, the attention will be on developing a broad framework that is both descriptive and prescriptive in nature with emphasis on content covering knowledge resources, knowledge manipulation activities, and influences dimensions on the conduct of knowledge management.

From the content angle, the knowledge resources dimension concerns itself with the characterization of an organization’s resources, the dimension of knowledge manipulation activity identifies operations on these knowledge resources that can be executed in the organization’s conduct of KM and the knowledge manipulation activities operate on the knowledge resources under the influence of various factors. The knowledge management influences dimension identifies the influencing or enabling factors that operate on the knowledge management activities and resources. Therefore, based on this analysis, Holsapple and Joshi (1999) contend that the understanding of KM phenomenon depends on:

i. identifying the organizational knowledge resources that need management attention;

ii. categorizing the activities that operate on the resources in the conduct of knowledge management, and;

iii. outlining the factors which affect the conduct of knowledge management.

3.1 Review of Previous Knowledge Management Frameworks (KMFs)

Knowledge management (KM) frameworks provide the organizations with the central areas for consideration in KM efforts [Earl, 2001]. The frameworks can help such organizations to approach KM methodically and consciously [Okunoye, 2004]. Furthermore, they can help to identify a specific approach to KM, to define goals and strategies, to understand the various KM initiatives, and then to choose the best ones in the particular circumstances [Maier and Remus, 2001; Earl, 2001].

Several reviews have been done on existing frameworks but the authors of this paper have focused on framework reviews by Holsapple and Joshi [1999], Lai and Chu [2000] and Rubestein-Montano et al. [2001] which have been used to discuss the main features and assumptions in the existing frameworks. According to Okunoye [2004], most reviewers have generated a consensus on the need for a more generalized framework and further agree that the key components of the framework should be KM intellectual capital, KM processes and KM enablers. The authors of this paper share the same view.

3.2 Key Features of Previous Knowledge Management Frameworks (KMFs)

3.2.1 Knowledge Management Intellectual Capital

A debate has been raging on regarding the rapid changing nature of organisations’ environment within which they operate especially in the developed economies. The debate goes on to discuss what constitutes a competitive advantage to an organization [Egbu, 2002]. Knowledge has been identified as being a source of competitive advantage for organizations and that it is fast overtaking capital and labour as the key economic resource in form of an intangible asset in advanced economies [Egbu, 2000; Edvinsson,
2000]. Hence, management of knowledge in organizations has to be done in an effective and efficient manner. The critical advantage of knowledge management is vested in the intellectual capital as a resource [Lai and Chu, 2000]. Different knowledge management frameworks have developed several resources dimensions which have been summarized into three types of intellectual capital namely human capital, structure capital, and customer capital [Holsapple & Joshi, 1999; Hahn and Subramani, 2000; and Okunoye, 2004].

The benefit and strategic importance of knowledge management provides leverage to an organisation to correctly identify which type of intellectual capital they can improve and apply to gain sustainable competitive advantage [Okunoye, 2004]. Bukowitz and Williams [1999] describe knowledge management as the process by which the organization derives wealth from its knowledge or intellectual capital. The components of intellectual capital form the knowledge management resources [Stewart, 1997], which are the organization’s assets that can be used to achieve organizational goals.

The first knowledge resource is human capital, which refers to the employee capability to solve a problem and is the source of creativity. This is similar to the terms “employee knowledge,” “employee competencies” and “professional intellect” proposed by Leonard-Barton [1995], Sveiby [1997] and Quinn, et al. [1996] separately. The framework by Leonard-Barton [1995] identified two types of knowledge resources - employee knowledge (human capital) and physical systems (structure capital) such as machinery and databases. In line with this thinking, the Petrash [1996] framework came up with four more types of intellectual capital: customers (referred to as customer capital), organizational processes, organizational structures, and organizational culture but the latter three relate to as organizational capital. Sveiby’s framework is similar to Petrash but further incorporates customer capital within the external intellectual capital but excluding customers (e.g., suppliers).

The second intellectual capital is structural capital that relates to the organizing capability of an organization in order to meet the customers’ needs. The organizing capability refers to organizational structure, processes, systems, patents, culture, documented experience and knowledge, and the capability to utilise knowledge through sharing and transferring [Stewart, 1997; Holsapple & Joshi, 1999; Mayo, 1998]. According to Lai and Chu [2000], this was considered to be similar to the terms “internal structures,” “organizational capital” proposed by Sveiby [1997] and Petrash [1996] separately.

The third kind of intellectual capital is customer capital. It concerns the relationship between an organization and its stakeholders, such as a supplier or customer relationship, brands, and reputation [Stewart, 1997; Holsapple & Joshi, 1999]. This was called “external structure.” by Sveiby [1997].

3.2.2 Knowledge Management Processes

Knowledge management processes are the sequential steps of conducting knowledge management in an organization. A number of KMFs have been proposed and some have been modified by various authors in as far as knowledge management processes (activities) are concerned. In addition, several reviews have been made that have
summarized or integrated the knowledge management processes [Holsapple & Joshi, 1999; Lai and Chu, 2000]. One such comprehensive review was by Lai and Chu [2000] who indicated in their review that all of the knowledge processes included in the previous frameworks were integrated based on the “content” of the processes rather than the “name” of the process and concluded that these processes can be classified into seven processes as initiation, generation, modeling, repository, distribution and transfer, use, and retrospect.

Knowledge management processes are socially enacted activities that support individual and collective knowledge and interaction [Alavi and Leidner, 2001]. These processes vary depending on which type of knowledge intellectual capital the organization aims at improving. Since each organization has a different focus, KM processes take place also in a different context.

3.3.3 Knowledge Management Enablers

Knowledge management enablers (also called factors) have an impact (positive or negative) on the way knowledge management processes are manipulated. The outcome of knowledge management processes is affected by the enablers. Holsapple and Joshi [1999] identified five researchers who contributed to the discussion on knowledge enablers as Leornard-Barton [1995], Van der Spek Spijkervet [1997], Szulanski [1996], Wiig (1993), and Arthur Andersen and APQC (1996). These enablers have been summarized as leadership, culture, measurement, technology, education, reward and incentive systems, and value and norms [Holsapple and Joshi, 1999; Lai and Chu, 2000]. These enablers have been further classified into three groups a) internal organisational variables, b) external organisational variables and c) facilitating variables that cut across the previous two i.e. both internal and external such as information technology.

Organisational Variables

Okunoye [2004] used the conceptual framework on organizational issues developed by Galbraith [1977] to explain the need to identify and classify the internal enablers to the organization as organizational variables [Hurley and Green, 2005]. The original conceptual framework was modified by Okunoye [2004] to include the component of culture (internal culture) that related to the organization and this is presented in Figure 3. This chart therefore is a good representative of the organizational ‘internal’ variables that were modified by various researchers as enablers.
Facilitating Variables have specifically been tagged to Information technology (IT), which has already made its mark in supporting the processes for knowledge creation, sharing, storage and use [Alavi and Leidner, 2001]. In this era of the internet, World Wide Web and ubiquitous computing, modern organizations no longer view IT as being only to support various organizational processes but also as a source of competitive advantage and organizational core capability [Holsapple and Joshi, 1999; Alavi and Leidner, 1999; Okunoye 2004]. IT has the ability to make the information and decision making processes easier. It also supports changes in the organizational structure and influences communication within and between organizations. Most of the contemporary organizations have been affected by IT in every aspect including the thinking of people and conduct of businesses at the workplace, if the organization is IT enabled [Lau et al., 2001]).

External organizational Variables also known as environmental variables have been identified as enablers [Holsapple and Joshi, 2000; Lai & Chu, 2000; Okunoye 2004]. These are the factors outside the control of the organization and do arise from within the surrounding environment for the organization. Environmental variables have been taken to include governmental, economic, political, social, and educational factors [Holsapple and Joshi, 2000].

In summary, the knowledge management enablers (variables) can not be ignored when conducting knowledge management. Organisational change and transformation in the nature of work done by organization including knowledge management is better understood by looking at both the technological and the institutional (specifically environmental) changes that are reshaping economic and organizational activities [Orlikowski and Barley 2001]. This therefore provides a manifestation of the
interrelationship of the environment, organizational and technology variables including information technology.

4 Proposed KMF for IT-based Organisations

Many organisations in conducting KM use Knowledge Management Frameworks (KMFs) as a basis for planning and developing knowledge management systems. All frameworks identified in this research describe how organizations manage their knowledge [Lai and Chu, 2000] but are different in several areas and are still lacking in some ways [Holsapple and Joshi, 1999; Hsiangchu and Tsai-hsin, 2000]. Different frameworks do not fully address KM across the full spectrum of organisational needs [Calaberese, 2000] especially IT-based organisations, but each of them addresses certain KM elements while leaving others unattended to. However, with the growing need to accelerate research in knowledge management, the authors have reviewed these frameworks in details and integrated them into a comprehensive KMF model to guide future research in IT-based organisations.

4.1 KMF Model Design

A review of literature on knowledge, knowledge management and knowledge management frameworks was undertaken; the purpose specifically was to identify commonalities and shortcomings in knowledge management frameworks so as to develop a generic knowledge management framework appropriate for IT-based organizations. A total of 21 knowledge management frameworks were reviewed from 1993 to 2004.

The review was guided by three themes as knowledge management activities, resources, enablers (or influences) adopted from Lai and Chu [2001] and other researchers. A matrix was developed to capture the respective components of each author with respect to knowledge management influences, resources and then activities. Based on these matrices for influences, resources and activities, the individual components were then harmonised in terms of relationships in the context of knowledge management. Therefore, some components were combined, where possible, in the sense that they refer to the same thing and consequently, a new list of components was derived for each matrix.

4.2 Structure of the Proposed KMF

Based on the literature survey and analysis, the authors have constructed a new comprehensive framework for IT-based Organisations, which addresses the shortcomings of the existing models. The proposed framework consists of two main distinguishing aspects or elements as 1) integrated Knowledge Management Influences Aspects encompassing environmental, information technology and organizational factors and 2) Knowledge Development Aspects that consist of knowledge management planning, resources and activities as shown in Figure 4. These two aspects interact with each other and within each aspect. The environmental factors relate to national infrastructure and culture in the surrounding environment while organizational factors concern corporate variables and information technology factors (over rapping with the environment) support the process of knowledge creation and its sustainability. These factors shape the other key knowledge development aspects of the framework that include knowledge planning, knowledge resources and knowledge activities (processes).
Based on the model, it is then possible to clearly identify the key components of the proposed KMF model as being:

i) Knowledge Influences Aspects
   a) Environmental Influences
   b) Information Technology Influences
   c) Organizational Influences

ii) Knowledge Development Aspects
   a) Knowledge planning,
   b) Knowledge resources
   c) Knowledge activities

4.3 Key Components of the KMF Model

4.3.1 Knowledge Influences Aspects

Whereas previous analyses on influences (called enablers or factors in previous KMFs) were based on five frameworks at the time [Lai & Chu, 2000], the authors’ analysis has been based on 16 other frameworks that have made a contribution to influences including those after 2000. Although these influences had been further categorised into three groups as a) environmental influences b) information technology influences and c) organisational influences, the individual influences already identified had not been integrated into these category group, which the authors have done. Based on this approach, the authors have re-classified the influences as shown in Table 1 as identified by Holsapple and Joshi [1999], Lai & Chu [2000] and other researchers.
a) **Environment Influences** - The Environmental Influences are in the outer circle of the KMF model to represent governmental, economic, political, social, and educational factors. But these are further categorized into two ie the national culture and the national infrastructure. The national culture aspects include norms, values and beliefs while the national infrastructure aspects cover education, banking and cooperatives, transport and communication systems and other industry players [Holsapple and Joshi, 2000; Okunoye, 2004].

**Table 1: Knowledge management influences**

<table>
<thead>
<tr>
<th>Authors</th>
<th>Environmental Influences</th>
<th>Information Technology</th>
<th>Organisational Influences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andersen &amp; APQC,1996</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kai-Hin Chia, 1998</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Davenport et al. 1998</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hazlett &amp; Gallagher'99</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cai, Tan and Yi, 2000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skymr,2000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Storey and Burnett '00.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Holsapple and Singh'91</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jinji and Johnson,2001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Egbu, 2002</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Charles H. Bixler, 2002</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hasnaini, 2002 APQC.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moffett et.al. 2003.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Okunoye et.al, 2003</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Van D.Spek, Aprikkeren977</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leonard - Barton, 1995</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SaudListAdapter, 1996</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Holsapple &amp; Joshi 1999</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

b) **Information Technology (IT) Influences** - Information Technology has been also instrumental in enhancing communication and the interaction of individual, group, organizational, and inter-organisational knowledge [Nonaka and Takeuchi, 1995; Hedlund, 1994]. Although some elements of IT are part and partial of the internal organization like the local area network (LAN), computers and software that form the organisation's information system, there is the other part of the IT that is external and hence organizations do not have direct control over those elements of IT such as the other networks, the internet and the communication system outside the LAN. So, it is crucial that IT, because of its strategic importance to all organizations and more especially those that are IT-based (intensive), should stand
out alone as a separate influence to knowledge management. Hence, information technology facilitates rapid search, access and retrieval of information, and enables collaboration and communication between organizational members. In essence, it plays a variety of roles to support an organization's KM processes [Alavi and Leidner, 2001; Lee and Hong, 2002; Wong, 2005].

c) Organisational Influences - Based on the summary provided in table 1, many of the influences relate to factors within the organization [Galbraith, 1977] and these include corporate culture, leadership, corporate infrastructure, knowledge structure, vision, continuous learning, knowledge worker, measurement, reward and incentives, among others. In view of their interrelationships as depicted in Figure 3, each of these influences has implications for KM efforts in organisations. It has been observed that particular attention be paid to organisational influences without which the success of KM becomes doubtful.

4.3.2 Knowledge Development Aspects

i) Knowledge Management Planning
Planning is one of the key principles of management that deals with setting objectives to achieve organizational goals [Vasquez et al., 2000]. Although previous research on knowledge management frameworks has hinted on planning, it has not been emphasized as an important factor to start on before conducting a knowledge management activity. The authors argue that it should be the first step in the conduct of knowledge management and incorporated in the IT-based KMF. Holsapple and Joshi [1999] brought out the issue of planning in the focus dimension. The focus dimension identifies the primary intent of a framework, which in our view is in reference to planning. In the same vain, Arthur Anderson and APQC [1996], for example, identify the need to provide a basis for benchmarking the conduct of knowledge management within and between organizations and most likely at the beginning of a knowledge management project. Similarly, other researchers whose contribution was in reference to planning included Van der Spek Spijkervet [1997] by advocating for a conceptualize-reflect-act-retrospect cycle. In addition, Szulanski [1996] proposed the need to identify and examine the barriers that prevent transfer of best practices within an organization when conducting knowledge management. However, none of these previous frameworks placed knowledge management planning at the centre stage of their KMFs.

The authors contend and agree with previous researchers that knowledge management frameworks can help to identify a specific approach to knowledge management, to define goals and strategies, to understand the various KM initiatives, and then to choose the best ones in the particular circumstances [Maier and Remus, 2001; Earl, 2001] but this can only be achieved through a proper planning process. Knowledge management process therefore should begin with planning. This is more so given that knowledge management in its generality is a conceptual framework that encompasses all activities and perspectives required to plan for and gain an overview of the organizational knowledge assets and their conditions [Wigs, 1993]. This approach makes a knowledge management framework pinpoint and prioritize those knowledge areas that require
management attention; further it identifies the salient alternatives by suggesting methods for managing them, and conducts activities required to achieve desired results. Wigs therefore identified that planning was important in the management of knowledge [Vasquez et al., 2000]. Maier and Remus, [2001] and Earl [2001] also recognized the importance of planning, which is reflected in their argument that knowledge management frameworks can help to identify a specific approach to knowledge management. It is against this background that a recommendation is being made that the starting point to conduct knowledge management should be the knowledge management planning function.

ii) **Knowledge Management Resources**

Previous authors have focused on knowledge management resources (also called intellectual capital in previous KMFs) as being composed of three components—human, structure and customer resource (capital). However, this categorization does not take into account the asset value brought about by IT. IT has generated many possibilities of advancing KM not only in terms of using it as a tool but also as a KM resource. Therefore, the authors propose a fourth knowledge management resource termed Collaborative Technological Capital (CTC) to cover concepts that do not properly fit in the earlier categorization.

Collaborative technology has been described as a tool that supports team members or other tools that share information and contribute to any knowledge management system [Hayden, 2003]. These technologies provide a platform that allows team members to collaborate on problems or projects, efficiently capture data and information, and transform it into knowledge. It is against this view that this new knowledge generated from collaborative technology becomes a knowledge resource or capital and hence the use of the term collaborative technological capital. Abdullah *et al.* [2005] supports the view that knowledge would be more useful if it could be shared and used among the organisation’s staff that work together using collaborative technology at anytime, anyplace and anywhere. Hahn & Subramani [2000], on the other hand, argued that many organizations currently deploy corporate intranets so that important documents can be posted and accessed by other users browsing or searching through the site. The emphasis was that such documents do not follow a predefined structure but search and retrieval is achieved via search engines that locate documents using full-text search. The use of collaborative filtering technology that recommends documents is an alternative approach to locating documents relevant to a user’s question or problem without structuring contents a priori. The collaborative filtering system records the browse and search behaviors of users and recommends documents based on the past behaviors of other users when they performed similar searches. This is an aspect of collaborative technological capital as a resource in knowledge management. The authors note that all the three researchers mentioned identified CTC but in the context of building knowledge management systems and not in the sense of being a component of the KMF as a resource.
Collaborative technological capital as a fourth resource in KM provides new grounds for reclassifying the contributions made by earlier authors. Leonard-Barton [1995] for example considered databases under structure but these can be also in collaborative technological capital. Sveiby [1997] looked at concepts, and computer and administrative system under structure capital but this too can be placed under collaborative technological capital. On the other hand, Hahn & Subramani [2000] and Abdullah et al. [2005] identified collaborative technological capital as a legitimate knowledge asset. It is against this view that collaborative technological capital as fourth knowledge resource is justified.

**Table 2: Classification of Knowledge Management Resources**

<table>
<thead>
<tr>
<th>Author</th>
<th>Knowledge Resources</th>
<th>Human Capital</th>
<th>Structure Capital</th>
<th>Customer Capital</th>
<th>Collaborative Technological Capital</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leonard-Barton, 1995</td>
<td>Employee Knowledge</td>
<td></td>
<td>Physical systems (Machines)</td>
<td></td>
<td>Physical systems (Databases)</td>
</tr>
<tr>
<td>Pettrash, 1996</td>
<td>Human Capital</td>
<td></td>
<td>Organizational capital/structures</td>
<td>Customer capital</td>
<td></td>
</tr>
<tr>
<td>Sveiby, 1997</td>
<td>Employee competence</td>
<td></td>
<td>Internal structures (patents, concepts, models, &amp; culture,)</td>
<td>External structures (customer &amp; supplier relationships, brands)</td>
<td>Concepts, computer and administrative systems</td>
</tr>
<tr>
<td>Steward, 1997</td>
<td>Human Capability</td>
<td></td>
<td>Organizing Capability (structure, culture, processes, patents, experience)</td>
<td>Stakeholder Relationships (supplier, customer, brands, reputation)</td>
<td>Organizing Capability (systems, documented experience)</td>
</tr>
<tr>
<td>Klobas, 1997</td>
<td>Individuals</td>
<td></td>
<td>Recorded knowledge</td>
<td>External sources</td>
<td></td>
</tr>
<tr>
<td>Hahn &amp; Subramani, 2000</td>
<td>Individuals</td>
<td></td>
<td>organizational knowledge - repositories, Datawarehouses</td>
<td></td>
<td>Collaborative filtering (Intranets, Search Engine)</td>
</tr>
<tr>
<td>Abdullah et al., 2005</td>
<td>Knowledge workers</td>
<td></td>
<td>Organizational capital (documents, repositories, processes, practices, norms)</td>
<td></td>
<td>collaborative technology capability any time/place/ anywhere-email,smtp engines</td>
</tr>
</tbody>
</table>

Knowledge management resources can have structured and unstructured segments for purposes of knowledge management support [Hahn and Subramani, 2000]. In this regard, the Figure 5 below represents the four components of knowledge management resources and the examples of such knowledge under each resource for IT-based organisations [Abdullah et al., 2005]. The human capital resource, for example, has yellow pages of experts, expert profiles, and experts’ database under structured knowledge and electronic forum under unstructured knowledge. The other resources also have examples that have relevance to IT-based organisations. The structure capital,
for instance, has repositories, data warehouses, systems, processes etc as structured knowledge while culture and norms fall under unstructured knowledge. The customer capital, on the other hand, has repositories, data warehouses, systems, processes under structured knowledge whereas relationships with stakeholders belong to unstructured knowledge. Finally, collaborative technological capital has intranets and search engines [Abdullah et al., 2005; Hahn & Subramani, 2000] as unstructured knowledge. The reclassified knowledge resources can then be fitted into the proposed comprehensive knowledge management framework as a major pillar.

Figure 5: Knowledge Management Resources for IT-based organizations.

iii) Knowledge management activities

For the purpose of this paper but basing on previous frameworks, a new and simplified matrix has been developed as shown in Table 3 to serve as an analytical framework for the review and presentation of the activities more applicable to IT-based organizations. The knowledge activities were re-classified and summarized into six activities basing on content of each activity as analysed from previous frameworks. The new structure of activities is knowledge acquisition, creation, repository, sharing, use and evaluation. The authors took and considered these as the key management activities for the development of the generic comprehensive knowledge framework appropriate for IT-based organizations. From the 21 knowledge management frameworks reviewed, only 16 of them were focused on knowledge management activities. The organization should consciously choose which of these activities they intend to support in order to identify appropriate organizational variables and technology to enable them have effect.
### Table 3: Knowledge Management Activities

<table>
<thead>
<tr>
<th>Authors</th>
<th>Acquisition</th>
<th>Creation</th>
<th>Repository</th>
<th>Sharing</th>
<th>Use</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Wiig, 1993</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>2. Nonaka, 1994</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Leonard-Barton, 1995</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>5. Choo, 1996</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>7. Van der spek and Spijkervet, 1997</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>8. Alavi, 1997</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>10. M’Rad, 2000</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>11. Alavi and Leidner, 2001</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

A brief outline of each knowledge management activity identified in Table 3 is provided below:

**Knowledge acquisition** - Knowledge acquisition is the process of acquiring knowledge from both internal and external sources of the organisation. It is acquired through various ways for instance, internally through induction programme for new employees and externally through educational institutions and previous employers. The knowledge for example, customer service experience, which the new recruits bring to the organization, can be converted for the benefit of the organization [Koh et al., 2005]. The source of knowledge acquisition has no limits; it could be from superiors, customers, advertisements, magazines, newspapers and television. [Koh et al., 2005]. Information made available through ICT, manuals, memos and e-mails provides the supporting environment to enhance knowledge acquisition process.

**Knowledge creation**- Knowledge creation is the transformation of tacit knowledge to explicit knowledge and vice versa. The conversion of one kind of knowledge to another has been explained using the Spiral of Organizational Knowledge Creation Model proposed by Nonaka and Takeuchi [1995] as explained below:

Socialization: This is the creation of tacit knowledge from other tacit knowledge, through experiences shared by many members of the organisation. It rests on the transmission of tacit knowledge from one person to another without using formal communication but through observation, conversation, imitation and practice e.g. using teleconferencing technology.
Combination: This is the creation of explicit knowledge from an explicit knowledge source, for example through filtering, categorization or “re contextualising” of explicit knowledge, brainstorming for instance falls in this category. An example of combination is by using groupware technology.

Externalization: This emphases converting tacit knowledge to explicit knowledge through codification e.g. by using e-mail and broadcasting technology.

Internalization: This involves converting explicit knowledge into tacit knowledge e.g. using visualization technology. The process of knowledge creation draws extensively from the existing knowledge base, for instance, transformation of explicit, tacit and cultural knowledge to new knowledge. When management tries to resolve an issue by finding a solution, it results in knowledge creation. Once a solution has been found and implemented successfully, the new knowledge can be made available organizationally by the management. [Koh et al, 2005].

Knowledge repository - Knowledge storage/repository is the ability of providing a centralised repository for knowledge storage, for example a public library and a database of related information about a particular subject. In the context of information technology, a knowledge repository is a machine-readable resource for the dissemination of information, either online or offline. A well-organized knowledge repository can save the organization money by decreasing the amount of employee time spent trying to find information for instance on company policies and procedures.

Knowledge sharing - Knowledge sharing is the means by which organization obtains access to its own and other organizations’ knowledge. Experience and research suggest that successful knowledge sharing involves extended learning processes rather than simple communication processes, as ideas related to development and innovation need to be made locally applicable with the adaptation being done by the ‘incumbent organisations’ for the ideas to be successfully implemented [Cummings, 2003]. When knowledge is shared in the organization to achieve an organizational goal, the knowledge is distributed. Sharing of knowledge takes place in two ways for example formal and informal. Formal sharing takes place through official channels like meetings, discussions, e-mail, web-postings and memos, while informal sharing takes place inside or outside the office, for instance, during breaks and time out. Deliberate management attempts can improve the knowledge sharing functions in the organisation. These measures could include community of practice, quality circles and buddy training [Koh et al, 2005].

Knowledge use - Knowledge use is the process of getting knowledge utilised for a particular purpose; this occurs, when knowledge is put into action for decision making or policy making. Knowledge utilization results in knowledge increase, by gaining expertise and insights. Employees learn through experience on how to deal with a particular type of enquiry efficiently. For instance, frequent use of the information helps employees to locate the information faster and become aware of the location in which the information resides. Knowledge is useless if it is not utilized. People do not just passively receive
knowledge; rather they actively interpret it to fit with their own situation and perspective [Nonaka, 1998]. Utilization of knowledge increases the expertise in a domain of action, and the user becomes an expert through repetitive practice.

**Knowledge Evaluation** - This is the process of appraising the knowledge available to the organisation say in its repository to assess whether it meets the organisation’s objectives. It is also a process of determining whether new knowledge was created [Lai and Chu, 2000].

5. **Differentiating Features of the Comprehensive KMF**

The discussion of previous frameworks above provided the foundation for designing a comprehensive framework for IT-based organizations. This framework differs from the other previous KMFs in several ways:

1) It introduces and emphasizes the need to start the conduct of knowledge management with planning and continue interactively with the other components of the framework like knowledge resources, activities etc.

2) It acknowledges the impact of IT on KM as a knowledge management resource enabled through collaborative technologies. This therefore increases the knowledge resources from the three previously advanced to the current four namely human, customer, organization structure and collaborative technological capital, which now form part of the comprehensive KMF.

3) It harmonizes the knowledge management activities into six activities (acquisition, creation, repository, sharing, use and evaluation) that are considered as core to KM in IT-based organizations. These six activities summarize and integrate all the previous researchers’ KM activities that have been advanced as the processes required and necessary in the conduct of KM in an organisation;

4) It harmonises all the individual influences previously advanced and classifies them into three groups ie environmental influences, information technology influences and organizational influences.

6. **Conclusion**

The framework provides a methodology for the conduct of knowledge management. It is intended to provide a basis for organizations to undertake the design of better policies, modification of actions and delivery of desired results. Accordingly, the framework presented can be used by any person intending to develop or evaluate knowledge management in any organization. The integration of previous frameworks into this comprehensive framework can aid the acceleration of research in knowledge management.

Previous research has shown that knowledge management provides a major competitive advantage and as such is a critical activity. This is so given that KM is the process of managing knowledge through a systematically and organizationally specified process for acquiring, organizing, sustaining, sharing, and renewing both tacit and
explicit knowledge of employees to enhance organizational performance and create value [Allee, 1997; Davenport and Prusak, 1998; Alavi and Leidner, 2001].

Knowledge management, as a managerial activity which develops, transfers, transmits, stores and applies knowledge for decision making in order to attain the organization’s goals, requires careful planning before implementation. Furthermore, the activation of individual components within the framework should take cognizance of the fact that these components are inter-related, which is in line with Leavitt [1965] model of organisational change recommendations that makes a case for the interdependence of productive variables.

The framework, however, has not been evaluated to test its consistency and validity. It is suggested that further research should look into the evaluation of this framework.
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PART TWO
Information Systems
1. Introduction

There have been numerous attempts at defining research which is not easy for ‘research is as elusive as the truth it seeks’ [Bonneau & Corry 1972]. Attempts have been made to decompose it into simple elements such as frontier research and reflective inquiry. Other attempts have been made to categorise it into:

- Basic and applied,
- Pure and mission oriented, and
- Fundamental and operational.

However, in all these versions a common spirit of research emerges, which, must stand for the advancement of knowledge through scholarly, scientific and creative activity.

2. Elements of Research

1. **Intellectual Curiosity** whether in response to a problem or simply for new horizons. For example to explain why certain data have the patterns they do; or to discover order in data seemingly without coherence, or to conduct inquiry beyond the boundaries at which data previously known had ended.

2. **Learning.** An advance in knowledge is rarely possible without an understanding of what was known before. This prior learning is needed so that the worker can distinguish between his own difficulty of understanding the subject and those problems in the subject that are without adequate explanation and exist for all others.

3. **Creative mind.** Seeking answers to problems requires a mind willing to apply lessons learned as the work progresses towards its logical or logistical
conclusion. This activity elicits a commitment which motivates the work with a heightened attention to its problems. It is this attention that is creative not the self that researches.

4. **Sustained work.** A high level of energy and uninterrupted time are needed to sustain research. This arduous process may be motivated by the quest for results, however, the intermediate results of the work being a process of trial and error appear to go round in circles often demotivating the worker to the point of exhaustion only for the cycle to start over and over again until there is clarity (order) and the loop is no more.

Research is then an activity pursued by the community of persons that constitute the university. It is useful to consider the responsibilities of the different sectors of that community, as well the commitment required of the institution in order that research may flourish.

3. **General principles of a University’s research policy:**

3.1 Recognises that the international reputation of a university is largely based on its research reputation.

3.2 Remain committed to excellence in research, research training and research consultancy throughout the academic community.

3.3 Prides itself on its vibrant and positive research environment, frequently interdisciplinary in nature.

3.4 Covers the full range from investigator driven research carried out individually or in teams which adds to the international knowledge base, to research consultancies which more directly and rapidly benefit the community we live in. This depth and breadth in R&D provides quality personalised research training experience for higher degree by research students.

3.5 All staff appointed to carry out teaching, research and research training should continue to have the opportunity to do so.

3.6 Recognises the important nexus between undergraduate teaching and research.

4. **Importance of Research to a University**

4.1 The University should recognise that research forms a necessary and vital part of its function as a University. Through its policies and practices, it should seek to encourage the pursuit of excellence in the research that is undertaken. The University and its Schools should support areas which demonstrate or hold the promise of showing excellence.

4.2 The University should recognise the importance of research for assisting in:

- achieving the national and international goals of enhancing the quality of life and enhancing wealth creating potential;
- promoting an academic and intellectual ethos within the institution;
• ensuring relevance and vigour in the courses, and enthusiasm among the staff in the institution;
• attracting and retaining staff of the highest calibre;
• promoting and supporting excellence in undergraduate and postgraduate teaching, and providing a platform for future development of courses at these levels;
• promoting and developing excellence in postgraduate study;
• enhancing the reputation of the institution, its Schools and the staff therein;
• enhancing the level of external income to the University;
• promoting relations with local, national and international partners, including industry, business, commerce, governmental organisations, professional bodies, educational establishments, charities and the community in general.

5. Key Policy Issues

5.1 The University should attach considerable importance to research for the reasons given in section 4. All Schools should have some opportunity to undertake research, although the level of support for and expectation of Schools may vary selectively over time and between Schools.

5.2 Within the context of selective support, the focus of decision-making about the balance of research and other activities for a School, its disciplines and its staff should lie within the Schools. It is here that knowledge of available resources and expertise is most detailed and where strategic and operational objectives are set.

5.3 The University and its constituent Schools should consider that excellence in research, teaching, consultancy, professional practice, course development and management merit parity of esteem.

5.4 While recognizing that individual staff will be suited to different parts of this range of activities the University does not expect that all staff will be engaged in research as defined in section 6; although it does expect that all staff will be engaged in scholarship.

5.5 The University has the ultimate responsibility for taking an overview of its research portfolio and, through a Research and Consultancy Committee and the strategic planning process, should, where appropriate, negotiate with Schools on the balance of their activities. The priorities as they relate to research should be set out through the University Corporate Plan, which should be monitored through the Annual Operating Statement.

5.6 Schools will be encouraged by the University to be selective in the areas of research that they pursue, harnessing and developing the talents of the researchers available to them in the most effective and productive way. Schools will be expected to produce updated strategic plans annually; to monitor the activities contained therein; and to submit a copy of these plans to the Research and Consultancy
Committee annually. Schools should also make public their criteria for deciding how individual staff will balance their time between research, teaching, and other activities. All academic staff, including those on fractional contracts, should have the opportunity to be judged against these criteria.

5.7 The University should both encourage and, where possible, facilitate Schools and researchers to seek innovative opportunities and areas for research both within and between traditional disciplines.

5.8 The University should recognise that research requires resources including adequate time and space. With regard to the resources available and within the context of the overall priorities and selectivity policies agreed by it, the University should provide the Schools with enabling resources, and should monitor Schools in the use of these resources. In turn, Schools should be in the best position to advise on how best to distribute their available resources in order that the aims given here are realised to the best and most efficient effect.

5.9 The University should recognise that the aims given cannot be shown to be achieved unless quality research output appears in the public domain or, in the case of sensitive material, as confidential output. It is expected that such output will be the normal result of research.

5.10 The University should commit itself to providing effective, efficient and equitable support for researchers, via the infrastructure, on such matters as holding and publicising data on funding sources and research opportunities, advising on research bids, publicising the University’s research successes, advising on research expenditure, administering the enrolment and progress of research students, publicising and co-ordinating internal and external policy matters related to research, and performing a central research co-ordination role in general.

5.11 Through School Research Committees and the Research & Consultancy Committee, the University should monitor the implementation of this policy. It will also review research performance, and the use of research resources through a Research Degrees Board, the progress of research students. Performance Indicators should be published against which progress can be measured, and an annual report on these matters be produced.

5.12 Ethics approval of research projects and monitoring of ethical practice in research will be carried out through Schools and the Research Ethics Committee, on behalf of the Research and Consultancy Committee. A report from the Research Ethics Committee on its activities will be submitted annually to Research and Consultancy Committee. A Research Ethics Code of Practice should provide further guidance.

6. Definitions

6.1 The University should recognise that ‘research’ includes a number of activities which share the property of being innovative:
• basic research, which is experimental or theoretical and aims at acquiring new knowledge or offering new interpretations;
• strategic research which is potentially applied but is in an area where the eventual applications are not clearly specifiable at the time;
• applied research which is work undertaken to acquire new knowledge and is directly aimed at practical and applicable objectives;
• near-market research which is innovative work aimed at generating or partially generating a specific product, artefact or idea for the commercial market;
• creative work, particularly in the arts and allied subjects;
• advanced pedagogic research of the type acceptable in national assessment exercises, including innovative research into teaching methodology and development of the curriculum.

6.2 It should be recognised that a continuum exists between these forms of research, and that all are equally commendable activities in pursuit of the University’s research aims. However, it is also recognised that the availability of external funding for research may have the effect of giving preference to certain of these activities.

6.3 The University should also recognise that other related activities are either required or are equally desirable and valid in a School or staff portfolio even though these are excluded from the strict definition of research:
• consultancy mainly aimed at revenue generation through standard testing or standard application of methods;
• substantive consultancy which uses research expertise (not simply routine methods or tests) on a contractual basis in order to achieve a specific contracted goal;
• scholarship* whose purpose is to update staff in subject developments, which in any case is required of all staff;
• necessary or voluntary professional practice which is non-innovative;
• routine curriculum updating and routine updating of teaching methods, both of which are required of all teaching staff.

* Note: There is often a different meaning given to scholarship i.e. work intended to expand the boundaries of knowledge and understanding within and across disciplines by the analysis, synthesis and interpretation of ideas and information, making use of a rigorous and documented methodology and which results in publications of various kind.

Plans to introduce a national research quality assessment scheme for Australian universities were abandoned following the election of a Labor government in November 2007. The cost, however, was high as tens of millions of dollars were spent by the
government and universities preparing for the introduction of the controversial scheme in the following year 2008.

Labor’s Acting Minister for Science and Innovation said the new government would abolish the “flawed research quality framework scheme”. It would be replaced by “a new, streamlined, transparent, internationally verifiable system of research quality assessment” see [Maslen G. 2007].

The decision to assess research being conducted in Australia’s universities and other public research organisations was announced by the former Conservative Prime Minister in 2004. An expert advisory group was established and headed by the late Sir Gareth Roberts, who had earlier led a review of Britain’s research assessment exercise in 2003.

A report by the group in 2006, said that fundamental to the research quality framework model was the importance of review by peers and qualified end-users. Sir Gareth Roberts said “My experience in the United Kingdom clearly demonstrates that the only system which will enjoy the confidence and consent of the research community is one based on expert review. I am pleased that the Australian research quality framework (RQF) will be underpinned by this vital principle” see World University News 2008. The report endorsed RQF outcomes influencing future research block funding for universities and stated that the proposed model, once implemented, would establish greater transparency regarding the quality and impact of publicly-funded research.

With the scheme intended to begin in 2008, universities prepared to compete for the A$550 million (US$500 million) in additional research funding. The result was that hundreds of academics faced losing their jobs in a massive staff restructuring with those regarded by their bosses as less active in research were likely to be made redundant or forced to accept teaching-only positions. At the same time, top researchers were being poached from other universities in Australia and overseas with offers of $250,000-plus a year salaries - double the usual amount a professor might earn. Entire research teams were lured from competing institutions in universities around Australia.

By the start of 2007, several universities had already conducted audits of the research strength of their academics, with staff ranked on a one to five scale and those scoring a one or two told they would not be included in the assessment exercise and could face teaching-only careers or retrenchment. Australia’s largest university, Monash, was accused of ‘culling’ its academics in a bid to boost its research strengths by offering lecturers with poor research records voluntary separation packages. One critic claimed 300 staff had cleaned out their offices at the end of 2007 after accepting a $10,000 bonus to quit, although this was more related to a sharp fall in IT enrolments.

In early 2007, the National Tertiary Education Union (NTEU), which represented a majority of the nation’s academics, warned that there was widespread anxiety on campus about the impact of the scheme and that stress levels among academics were high and rising. In a survey of NTEU members, across the sector, the union’s research coordinator, found many instances where academics had been ‘leaned on’ to leave or bring forward their retirements. The union lobbied the then Labor Opposition to abandon the scheme if it won office. With Vice-chancellors also opposed to its immediate introduction, the Labor Opposition agreed and, with the election landslide the RQF became a lost cause.
The newly elected Labor government said it would also address the inadequacies in current and proposed models of research citation. Labor’s model would recognise the contribution of Australian researchers to Australia and the world.

The lessons learnt from this case are that the interpretation and implementation by some universities of the Research Quality Framework appeared to be in conflict with:

- the general principles cited above:
  - 3.5 All staff appointed to carry out teaching, research and research training will continue to have the opportunity to do so;
  - 3.6 Recognising the important nexus between undergraduate teaching and research;
- the generic policy issues raised above:
  - 5.3 namely that excellence in research, teaching, consultancy, professional practice, course development and management merit parity of esteem; and
  - 5.6 that inter-alia Schools should make public their criteria for deciding how individual staff will balance their time between research, teaching, and other activities.

The need for and importance of Universities having balanced research policies cannot be underestimated.
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Application of Grid Computing for on line Learning Resources

Sadeque Imam Shaikh

There is a big difference in education sector between first world and developing world. This difference is based on digital learning resources and computing power. Unfortunately all of these resources are geographically distributed all over the world. There is no doubt that ICT is playing a big role for introducing E-learning around the world. But if we really want to overcome these differences we need a revolutionary approach that support mutual use of geographically distributed computing and learning resources as an aggregated environment that will create new ways of flexibility, interoperability and extensibility. According to IBM there are millions of distributed computers on the web and most of the computing powers of those PCs are under utilized. Fortunately Grid is the technologies that can integrate all of these resources of knowledge’s and produce super-computing power from those geographically distributed computers to access those knowledge’s without sacrificing local autonomy. In this paper we will describe the ICT infrastructure for on line collaborative learning and then we will design service oriented Grid technology that will be able to support ICT infrastructure by generating supper computing power from distributed resources for sharing learning resources. We will also analyze the challenges related with technology, standard, security and performance of grid Technology for resource share and management based on literature review and cutting edge technologies of available industry standard software and toolkits. Finally we will propose recommendations for successful implementation of Grid technology with ICT for collaborative leaning revolution in the world. Methodology of this paper is based on study, analysis and literature review as well as empirical as we will do few experiments using grid tools to taste feasibility of this technology.

1. Introduction

E-learning is the key stream of Information Technology Revolution around the world as with the help of it learning materials can be delivered to the users even in remote place without having any physical presence of the teacher. Due to this revolutionary approach many techniques of E-learning have been developed and implemented by various organizations of the world like client-server, peer to peer or modern web service architecture [Vossen G., Westerkamp, 2003]. But the main disadvantages of E-learning is related with scalability, availability, distributed computing power and memory allocation. As a result E-learning is using in areas that do not highly require these requirements. Thus the power of E-learning cannot be explored properly for the welfare of mankind. But with the passage of time E-learning desperately requires sharing and further uses of knowledge resources, interoperability and different types of interactions among them and this is the place where the concept of grid technology is required. By recommending the use of grid computing as scalable, flexible, coordinated and secure
resource sharing among geographically distributed individuals and organizations [Foster, I. and Kesselman, C. and Tuecke, S. 2001] based on E-learning we will be able to define these matters. The middleware based on Grid Technology and recent developed web service [Newcomer, E. 2002] is capable to support developers an integrated architecture facilitating E-learning system development. Moreover to reuse the functionalities of grid services we have to implement the middleware as well as grid services. In this way, many organizations based on E-learning service and content providers will be able to take part for generating a very large scale integrated e-learning system.

ICT Infrastructure for supporting GRID

Grid Technology is completely based on Web services and web services completely depends on Internet. As a result Internet Backbone is the main source of Grid. As Grid technology will generate super computing power from distributed resources the internet line must be able to support those activities with maximum data rate. The Information and Communication Technology (ICT) of the world is divided in three parts. First the submarine cable that is the main backbone of the world which is the super high way of information and faster enough to support Grid as for example SEA ME WE-4 is the submarine cable that connects all most all countries of Asia, Middle East and Europe. This submarine cable provides at least 10 G.B Bandwidth to each of the countries which is sufficient enough to support Grid Technology. Second is the Fiber Optic Communication Backbone of respective countries. Every country has its own optical fiber backbone network. This should be sufficient enough to carry this 10 G.B bandwidth and should be capable enough to distribute 8 to 10 mbps to individual nodes by using wired or wireless broadband. This requirement is also necessary to access online application software’s or online video streaming for E-Learning. Fortunately by January next Wimax will make a revolution for wireless broadband internet for rural area. As Grid with E-learning infrastructure can make an educational revolution for rural parts of the world all those countries must ensure internet availability with this ICT infrastructure to get maximum output.

Role of Grid Technology for Future E-learning System

E-learning is a revolutionary approach for spreading education around the world. The key elements of this technique are learner, author and administrator. Authors who may also be teachers are responsible for preparing content which is stored under the control of learning management system (LMS) and basically in a database [Vossen, G., P.Jaeschke, 2002]. Contents of E-Learning resources should be regularly updated and there should be facility to exchange contents among different resources or systems. Basically the Learning management system is maintained by an administrator. User or Learner can interface with this LMS any time from any place. These three key elements should be distributed in different systems. Different learners require different things. They have different ability, different target and different speed of learning. In this way
the learning groups are heterogeneous. For example a student of computing may want to run simulation software of robotics and another student may want to see the simulation result of chemical reactions. From this point of view to meet all the requirements of all learners E-learning environment must support integration of several resources and materials, the potential deviation from predetermined sequence of action [Casati, F., U. Dayal, Eds, 2002], personalization and adaptation and verifiability of work and accomplishment [Vossen, G., P. Oberweis, 2002]. Unfortunately most of the E-learning Systems are only trying to concentrate to reuse the resources for all rather than extending the size of the storage or computation power that can support simulation based learning technique. For example E-learning system [IMSContentPackagingSpecifications, 2005] is a traditional system that only concentrates on reusability rather than Web services let alone Grid technology. Very few E-learning systems are now trying to use the web service to enhance the integration of various applications that are very useful for E-learning. For example most of the Universities of USA and UK are offering Web service based architecture for E-learning to extend there quality of education all over the world using online. Now the fact is if we want to integrate the E-learning services of various universities of UK and USA definitely we have to require an intermediate platform that will search and select all of these E-learning services and will produce a giant product of knowledge that is the composition of all of these resources. The successful use of Web services for E-learning demands various types of application software’s that will create user friendly environment between learners and E-learning resources to produce various types of services to learn quickly. For example information retrieval is an important feature of web based E-learning system because various types of learners may want to search for various information’s from the millions of information’s as a result search engine software has to be distributed to all learners or it has to be built on the E-learning Website that should be the ultimate choice for successful E-learning system [FU, 2004, FUY, Mostafa, J, 2004]. Moreover with the help of web service various types of simulation software can be installed with E-Learning systems specially for practical based education system. With the help of this simulation software learners will be able to do their lab based experiments residing in home and this may vanishes the criticism that E-learning may not effective for lab based education. Fortunately many organizations and universities have high quality learning resources with different simulation software’s for different arenas. Unfortunately all of these valuable learning resources are distributed around the world. Next generation E-learning system must integrate all of these geographically distributed resources. But for this large volume of information and related application or simulation software’s there is a necessity of large storage. On the other hand millions of learners can access or run these information’s or simulation of application software’s. To manage these millions of activities definitely we need largest supper computing power which is not possible to build by the scientists at present or near future. From this point of view Grid is the technology that can combine storages as well as computing power of the processors from various computers, servers
of learning resources that are geographically distributed around the world and connected with web services. If it is possible with the help of Grid technology then it can be ensured that there will be no difference between on campus education and distance or E-learning rather than E-learning system based on Grid will dominate the classroom or lab based education.

**Grid Technology**

The concept of Grid has been taken from power grid of electricity where grid is the backbone to carry the main power that is generated from various sources and all users who have access to the power grid can share electricity without knowing from where they are getting the electricity. Like this in computing geographically distributed various types of resources like, CPU of computers, various types of servers or storages can be connected through internet with the help of web services to produce a super highway of information's, storages and computing power that can be shared by any user from any part of the world. According to the IBM that most of the computers on the web are idle in most of the time. Grid technology can aggregate all of the powers from the CPUs to generate a super computing power that will help millions of users to access various types of services simultaneously. Grid computing unifies geographically distributed resources in such a way that it seems to be a large powerful computer. Grid computing extends this view to a large scale flexible, secure, coordinated resource sharing among dynamic collection of individuals, institutions and resources [Foster, I., C.Kesselman, S.Tuecke, 2001]. The next generation of scientific experiments and studies, popularly called as e-Science will be carried out by communities of researchers from different organizations that span national and international boundaries. However data grid service has to face two challenges of large datasets and multiple data repositories at distributed locations in data-intensive computing environments [Chervenak.A, Foster.I, Kesselman.C, Salisbury.C, and Tuecke.S 2000]

**Web Services**

Internet is the amazing invention for communication around the world but web service is the tool that makes internet as a service oriented technology for human beings. A web service is a stand alone software component that has a Unique Resource Identifier that works based on various types of standard protocols. Basically there are four types of protocols which are used by web services. Web service description language (WSDL) is used to specify the operations that are supported by web services [Christensen, E., F.Curbera, G.Meredith, S.Weerawarana, 2001]. The simple object access protocol (SOAP) is used to exchange structured data through web. Hyper text transfer protocol (HTTP) is used to help the function of (SOAP) protocol. Universal description discovery and integration protocol (UDDI) is used to discover new service on the web [Bellwood, T., L. Clement, D. Ehnebuske, et al, 2002]
Integration of Grid Middleware for E-learning

Figure 1: Layered Grid Architecture

Basically grid technology is based on middleware that is used to provide all services of grid technology. Actually middleware acts as a protocol which is used for communication from source to destination and vice versa. This middleware is a combination of programs where communication technique has been defined. This middleware is divided in five individual layers which are responsible for individual tasks. The lowest layer is called fabric layer which will be responsible to provide uniform access to all E-learning resources like servers, storages that contain learning materials or softwares. It also ensures interoperability. This layer has to be installed locally in all learning resources to connect with Grid. Connectivity layer contains communication and security protocols to protect learning resources of grid. Cryptography algorithm is installed in this layer as a result authentication will be required for learner, teacher or for administrator. After authentication they will be able to access any resources. This grid security will also cooperate with local security technique of each resource. Resource layer is responsible to provide access to single learning resource and also look after the status of that resource. Collective layers coordinate global access for collection of resources. Calculation or information’s are distributed in this layer. Finally application layer contains all Grid applications. The function of grid middleware has been already tested in various projects with Globus or Condor-G. Specially Globus toolkit with its Open Grid Service Architecture [Foster, I., C.Kesselman, J. Nick, S. Tuecke, 2002] has already been proved as a best and it should be the best for Grid on E-learning. To use the grid technology user just need Java enable internet browser.
4. Standard software and toolkits of Grid

A software toolkit is used for addressing key technical problems in the development of Grid enabled tools, services, and applications that actually contain a “bag of technologies”. This toolkit is also used for incremental development of Grid application and to implement standard Grid protocols and APIs that support open source license. This Globus Toolkit is responsible for authentication, scheduling, file transfer and resource description. Condor-G is also software that drives Globus toolkit to execute jobs of Grid or to solve any kind of computing related problem. Condor-G is the most successful software for Grid services and has been already implemented in various Grid related projects in Europe as it combines the strength of both Condor (Runs jobs within a single administrative domain) and Globus Toolkit (Runs jobs through many administrative domains).

4.1 Challenges of Grid Service

1. Poor ICT infrastructure to support Grid Technology especially in 3rd world countries who need it most.
2. Lack of awareness about the advantages of Grid
3. Lack of expert ICT professionals who may be capable of installing and maintaining Globus toolkit or Condor.
4. Grid Technology is not yet included as a major course in undergraduate and post graduate levels.
5. World class IT training providers like Microsoft, Cisco, Comptia have not yet started any professional certification course on Grid Technology.
6. Security may be a big challenge for Grid because attacks on Grid services allow attacker to get into any resources of the Grid.

4.2 Recommendations for Grid Service

1. Governments of the 3rd world countries have to implement a master plan of ICT that will support high speed internet access to support Grid Technology.
2. The main beneficiary of Grid technology based E-learning will be the developed countries as well as rural people. So First initiative has to be taken by them.
3. Ministry of education should come forward so that all schools, colleges and Universities can be registered under the same Grid platform for E-Learning.
4. Grid should be included as a major course in both under graduate and post graduate courses of computing or ICT.
5. Different ICT based organizations should send their ICT professionals for training to Europe or North America where Grid technology has been implemented.
6. It may be difficult to bring all E-learning resources of the world under same Grid platform but it is quite possible to bring the entire E-learning resources or Universities of SAARC region under same Grid Platform so that a cooperative learning and knowledge sharing environment can be established.
7. Finally as security may be a major threat for Grid, organizations should take necessary initiatives to monitor the online security all the time.

5. Conclusion

Quality education is the first priority for sustainable socio-economic development and with the help of ICT E-learning is playing a great role for spreading online education around the world even in rural areas. Although ICT is reducing the difference between on campus education and distance education still there are few limitations of E-learning for Lab based education due to computation power. Fortunately Grid is the technology which can generate knowledge Grid with super computation power to access that knowledge by sharing distributed E-learning resources. It is the responsibility of scientists to concentrate on further research on Grid so that they can spread this light of the knowledge for the deprived people of rural areas of Asia and Africa rather than keeping it inside a small machine.
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Relationship between Information Systems Development Paradigms and Methods

Peter Nabende, Benjamin Abimbisibwe, Jude T. Lubega

There are well established paradigms for information systems development but the methods used for Information Systems Development (ISD) have not been tied to most of these paradigms. Researchers have attempted to document the assumptions underlying different paradigms with the goal of making systems developers become aware of the assumptions and beliefs that they employ for a system development task. However, a number of Information Systems that have failed are as a result of lack of awareness by the information systems developers of some methods that should be used when dealing with an ISD problem. Information Systems researchers have not related ISD methods that can be used by practitioners to the identified ISD paradigms. In this paper, ISD methods have been classified under some of the major paradigms in form of a matrix. It is hoped that such classification will enable IS Developers easily identify methods they should use which in turn should lead to better quality of Information Systems, and a reduction in time and costs in Information Systems Development.

1. Introduction

Information is one of the most valuable assets of modern corporations. However, development of Information Systems (ISs) faces many problems. Some traditional problems include [Tolvanen 1998; Lycett et al. 2007]: an inadequate alignment of ISs with business needs, low productivity, and a large number of failures. In this paper, we attempt to relate some of the major IS development methods to major IS development paradigms with the aim of addressing some IS development problems.

The need to ground ISD methods in different paradigms has long been sought for. Before looking at ISD methods, Hirschheim and Klein [1988] attempted to document the relationship between systems development methodologies to paradigms, however, they found the process to be complicated because different methodologies such Soft Systems Methodology had properties of more than one paradigm. This should have been obvious to Hirschheim and Klein since the methodologies that they considered comprised of methods based on different assumptions. In the field of information systems development, Hirschheim [1989] proposed grounding existing ISD methods by analyzing them with regard to different paradigms. According to Hirschheim [1989], “a paradigm is a set of assumptions adopted by a professional community that allows its members to engage in commonly shared practices”. It is these assumptions that play a central role in guiding information systems development. Several researchers in the IS field later on discovered that although ISD methods were used extensively, they were actually not widely applied [Hardy et al. 1995; Wynekoop and Russo 1993]. To make it
easier to adopt suitable and specific ISD methods, Iivari et al. [1999] proposed a way of classifying ISD methodologies based on their features leading to comprehensible approaches that organizations could use to meet their business needs.

In this paper, we adapt the classification method used by Iivari et al. [1999] to relate a set of ISD methods to ISD paradigms. The paper is organized as follows: In section 2 we review the four traditional paradigms for ISD; in section 3 we review a set of well-known ISD methods and summarize their characteristics in a table; in section 4, we map the ISD methods presented in section 3 to ISD paradigms to generate a relation as described in section 5. Section 6 concludes the paper and proposes future work.

2. Information Systems Development Paradigms

There exist different definitions for the term ‘paradigm’; however, the most popular is that of Kuhn [1962]: “A paradigm is a set of common beliefs and agreements shared between scientists about how problems should be understood and addressed”. This definition is clearly appealing to the aim of the work reported in this paper. Hirschheim and Klein [1989] also defined a paradigm as “the most fundamental set of assumptions adopted by a professional community that allows its members to share similar perceptions and engage in commonly shared practices”. Hirschheim [1989] proposed four paradigms for Information Systems Development which were initially used in organizational and social research [Burrell and Morgan 1979]. The paradigms (figure 1) include [Hirschheim, 1989]: functionalism, social relativism, radical structuralism, and neo-humanism. These paradigms are used in this paper as a starting point for classifying ISD methods. Table 1 gives the emphases and underlying assumptions of the paradigms.

Fig. 1. Information Systems Development paradigms (Adapted from [Burrel and Morgan 1979]).
Table I: Features of ISD Paradigms (Adapted from [Hirschheim 1989])

<table>
<thead>
<tr>
<th>Paradigms</th>
<th>Functionalism</th>
<th>Radical Structuralism</th>
<th>Social Relativism</th>
<th>Neohumanism</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emphasis</td>
<td>Explains status quo, social order, social integration, consensus, needs satisfaction and rational choice</td>
<td>Emphasizes the need to overthrow or transcend the limitations placed on existing social and organizational arrangements. Focus primarily on the structure and analysis of economic power relations</td>
<td>Seeks explanation within the realm of individual consciousness and subjectivity and within the framework of reference of the social actor as opposed to the observer of the action</td>
<td>Seeks radical change, emancipation and potentiality and stresses the role that different social and organizational forces play in understanding change. It focuses on all forms of barriers to emancipation (ideology, power, and psychological comparisons)</td>
</tr>
<tr>
<td>Assumptions</td>
<td>Epistemology: developer gains knowledge about the organization by searching for measureable cause-effect relationships Ontology: it is believed that there exists an independent, empirical organizational reality</td>
<td>Epistemology: dialectic inquiry in the specific form of a materialistic view of history and society Ontology: realism reflecting the belief in a pre-existing empirical reality</td>
<td>Epistemology: anti-positivism (that is, will and need to make sense of oneself and the situation Ontology: Reality is not given, but socially constructed</td>
<td>Epistemology: Positivism for technical control, anti-positivism for mutual understanding and emancipation Ontology: realism for technical control, social construction for mutual understanding and emancipation</td>
</tr>
</tbody>
</table>

3. Information Systems Development Methods

Generally, a method is defined as a systematic way of doing something. In Information Systems literature, a development method is considered to be comprised of a set of procedures, techniques, tools, and documentation aids that help in developing an information system [Smolander et al. 1990]. Olle et al. [1991: 1-2] also define a development method as “a methodical approach to information systems development used by one or more persons to produce a specification or design product by performing a design process”. A method may be broken down into phases, and the phases into sub-phases that help system developers choose procedures, techniques, tools, etc. that are appropriate at each stage in a systems development project [Avison and Fitzgerald 2003: 20].

The necessity to classify ISD methods under ISD paradigms is due to the fact that in using a particular method, one is making an implicit or explicit assumption about the nature of the world and knowledge. As we have already seen, it is these assumptions that are associated with a given paradigm. Examples of ISD methods include Structured Analysis and Design [Yourdon 1989] and object-oriented methods of Booch [1991] and
Rumbaugh et al. [1991]. In the next subsections, we identify some of the ISD methods in existence and construct a table summarizing their features which are used for relating to ISD paradigms.

### 3.1 Structured Methods

Structured development methods arose out of the information systems community to help deal with various problems associated with the mismatch between information systems developed and the business requirements the systems were supposed to meet. The most common example is the Structured Systems Analysis and Design Methodology (SSADM) [Yourdon 1989]. These methodologies formalize the requirements elicitation process to reduce chances of misunderstanding the requirements and use best practice techniques to the analysis and design process.

### 3.2 Object-oriented Methods


### 3.3 Rational Unified Process

The Rational Unified Process (RUP) is as a result of merging different object-oriented methods including the objectory process from Ivar Jacobson and those of Booch [1991] and Rumbaugh [1991]. The main idea behind the Rational Unified Process is to start small and iteratively build on that. The three main building blocks include: roles, work products, and tasks. More details about RUP can be found in the Rational Software White paper [Rational 2001].

### 3.4 Agile Development Methods

Agile development methods were initially aimed at developing software in a lighter, faster, and more people centric way [Beck et al. 2001]. Based on the goals identified, a number of principles were put forth concerning agile software development. Schuh [2004] gives examples of the best known of a growing number of software development methodologies that are based on the principles underpinning agile development: Adaptive Software Development (ASD); the Crystal methodologies; Dynamic Systems Development method (DSDM); Extreme Programming (XP); Feature-Driven Development (FDD); Lean Software Development.

### 3.5 Scenario Requirements Analysis Method (SCRAM)

The SCRAM is a requirements elicitation method which employs scenarios and prototypes to help users relate a design to their work or task context and there after develop requirements [Shin et al. 2003]. Scenarios relate to real world experiences and
can be expressed in different ways including using natural language, pictures, or other media [Gough et al. 1995; Caroll 2000]. The main goal of the method is to have a requirements specification in which user preferences for different design options are expressed [Sutcliffe 1997].

3.6 Summary of the characteristics of selected ISD methods

Table II shows a summary of the characteristics of some of the major ISD methods considered for classification under ISD paradigms.

4. Method For Relating ISD Methods To ISD Paradigms

The method we use for relating ISD methods to ISD paradigms is an adaptation of a procedure used by Iivari et al. [1999] for classifying ISD methodologies under ISD approaches. The basic idea of the method is to identify ISD paradigms of which an ISD method is an instance. We check whether the ISD method fits under an ISD paradigm by analyzing the correspondence of the features of the ISD method and paradigms through tables I and II respectively. If there is no correspondence that can be identified for a given ISD method, then we check if an existing paradigm can somehow be modified or generalized to assimilate the ISD method. The features of the new modified paradigm must correspond to the features of the ISD method before a relationship can be established between the method and paradigm. If at the end of modifying a given paradigm, there still exists no correspondence between the features of the method and the modified paradigm, a new paradigm has to be proposed associated with the ISD method. However, we do not attempt proposing new paradigms in this paper. Otherwise, the ISD method would first be developed to an ISD methodology and later to a specific ISD paradigm.
<table>
<thead>
<tr>
<th>Methods</th>
<th>SSADM</th>
<th>Object-Oriented methodology</th>
<th>Agile Development Method</th>
<th>Soft Systems Methodology</th>
<th>SCRAM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Characteristics</strong></td>
<td>To provide methods which help high quality (reliable and maintainable) software in a productive way</td>
<td>To provide a method which helps to ensure that the products are delivered to the user on time and within budget, that the products meet user requirements, that user request to modify the system and/or fix bugs are responded to in a timely fashion that increasingly sophisticated products are offered so as to keep competitive edge that the changes in standards and delivery technology are kept up and the project team feels motivated and successful</td>
<td>To provides methods for building applications in a very short amount of time; traditionally with compromises in usability, features and/or execution speed.</td>
<td>To provide learning methods to support debate on desirable and feasible changes</td>
<td>Requirements Acquisition, Modeling and Analysis [Zhu and Jin 2004]</td>
</tr>
<tr>
<td><strong>Goal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Principles and Assumptions</strong></td>
<td>Separation of the essential model from the implementation model; Careful documentation to make the development process visible; Graphical notations; Top-down partitionable transformation / process models to hide complexity; unambiguous minimum redundant graphic specification; Balancing of models; Design modules with high cohesion and weak coupling</td>
<td>Seamless analysis, design and Implementation; Encapsulation; Information (implementation) hiding</td>
<td>Active user Involvement; Teams must be empowered to make Decisions; Focus on Frequent Delivery; Fitness for Business is Criterion for Accepted Deliverables; Iterative and Incremental Development is Mandatory; All Changes During Development Must Be Reversible; Requirements are Baselined at High-Level; Testing is Integrated throughout the Lifecycle; Collaborative and Co-operative Approach</td>
<td>Use of notional system modules called ‘human activity systems’ to illuminate different philosophies which may be applied to any social system; An information system is a system to support the truly relevant human activity system</td>
<td>Active User involvement for acquisition of requirements.</td>
</tr>
<tr>
<td><strong>Fundamental concepts</strong></td>
<td>Essential model vs. Implementation model; Transformation; Data flow; Data Store; Terminator; Module; Cohesion; Coupling</td>
<td>Problem domain vs. Implementation domain; Object and Class; Encapsulation; Information hiding; inheritance; Polymorphism; Communication between objects</td>
<td>Philosophy; Human Activity Systems; Root definition; Relevant system</td>
<td>A scenario is considered as a continuum of the real world descriptions and stories to models and specifications</td>
<td></td>
</tr>
</tbody>
</table>

1 Some of the characteristics associated with ISD methods in table II are adapted from work by Iivari et al. [1999]. References are also shown for other specific sources.
The classification method used by Iivari et al. [1999] follows the logic of a single hierarchy. First, the method checks whether any of the candidate ISD paradigms share a strict subset of the features with a new paradigm abstracted from an ISD methodology. If it does, then the new paradigm is inserted as a sub-paradigm. Next the method checks whether any of the candidate paradigms can be generalized or modified so that the resultant paradigms share a strict subset of features of the new paradigm formed from the ISD methodology. If so, the new paradigm formed from the ISD methodology is inserted in the resultant paradigm. For our case, we only associate ISD methods to ISD paradigms by looking at features common to both, and use a scoring scheme to indicate the level of relationship between a given ISD method and paradigm. We specifically find relationships with regard to ISD methods and not ISD methodologies since some of the ISD methods can be constituents of a larger ISD methodology and yet have completely different features. One obvious advantage that results from this is that establishing the degree of relationship between ISD methods and ISD paradigms simplifies establishing the degree of relationship between various ISD methodologies and ISD paradigms.

5. Results

From an analysis of the characteristics of the ISD methods shown in table II, and the assumptions and emphases of ISD paradigms shown in table I using the method introduced in section 4, we related ISD methods to paradigms as shown in table III.

Table III. Relationship between ISD methods and paradigms

<table>
<thead>
<tr>
<th>Methods</th>
<th>Functionalism</th>
<th>Radical Structuralism</th>
<th>Social Relativism</th>
<th>Neohumanism</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSADM</td>
<td>✓ ✓ ✓</td>
<td>✓ ✓ ✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Object-Oriented Method (OOM)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Rapid Application Development (RAD)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Soft Systems Method (SSM)</td>
<td>✓</td>
<td>✓</td>
<td>✓ ✓</td>
<td>✓ ✓ ✓</td>
</tr>
<tr>
<td>Scenario Requirements Analysis Method (SCRAM)</td>
<td>✓</td>
<td>✓</td>
<td>✓ ✓</td>
<td>✓ ✓ ✓</td>
</tr>
<tr>
<td>Agile Method (Dynamic Systems Development Method - DSDM)</td>
<td>✓</td>
<td>✓ ✓</td>
<td>✓ ✓</td>
<td>✓ ✓ ✓</td>
</tr>
</tbody>
</table>
Table III shows the level of relationship between ISD methods and ISD paradigms as specified by the Key. Given a new method and a new paradigm the same method used for obtaining the relationships can be used. An example to explain the results in table III follows. SSADM fits more under Functionalism and Radical Structuralism paradigms because most of its characteristics are found to fit within the assumptions and emphases of the two paradigms. SSADM, however is found to be less suitable for use under the Social relativism and Neohumanism paradigm, averagely fitting when used under the Social relativism paradigm, and less fitting when used under Functionalism and Radical Structuralism paradigm. This explanation can be used for the rest of the ISD methods.

5. Conclusion

We have determined the level of usability of some ISD methods under different ISD paradigms. Not all ISD methods and methods were analyzed in this paper. However, a similar approach can be used for all the established ISD paradigms and widely used ISD methods. The approach we adapted for obtaining the levels of relationships between ISD methods and paradigms takes into consideration emerging new ISD methods and the possibility of proposing new paradigms. Obtaining relationships between ISD methods and paradigms also serves to enrich on the information that is required to map ISD methodologies or approaches to ISD paradigms. As future work, we hope that a general framework for categorizing methods and paradigms can be developed.
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From the Ground Up: User Involvement in the Development of an Information System for use in HIV Voluntary Counselling and Testing

Kathy Lynch and Stacey Lynch

This research investigates end-user involvement in the development of a simple HIV Voluntary Counselling and Testing (VCT) data collection instrument and associated spreadsheet. The research involved end-user participation in developing a paper-based VCT data collection instrument, followed by the development of, and training in an associated electronic spreadsheet. The collection of data together with the electronic storage and retrieval of the data constitute, however simple, an information system. The findings show that involving the end-user in the development and use of something fundamental to their mission, not only gives them something tangible that can assist in developing strategies for identifying groups for VCT sessions, manage resources and data, and generate reports, but can also encourage the collection of useful and complete data, invoke a sense of achievement and positive prospects for the future. The study involved working with end users from six rural Ugandan NGOs who deliver VCT in rural communities in the Mukono district.

Categories and Subject Descriptors: H.4 Information Systems Applications
General Terms: Information systems development

1. Introduction
The killer disease of the 20 and 21 centuries is undoubtedly AIDS resulting from a HIV infection. The disease has spread rapidly across the globe; in 2006 sub-Saharan Africa was the most HIV infected region in the world with nearly 24.7 million people living with HIV – nearly two-thirds of the global burden [UNAIDS n.d.]. In Africa as whole, the death rate in 2007 is reported to be 7 million [WikiAnswers n.d.]. These figures are more staggering when you look at the results alongside findings that only 12% of men and 10% of women in the general population had been tested for HIV and received their results [WHO n.d.]. In addition, many of the men and women who seek HIV testing and counseling, are already in the advanced stages of the disease [Hogg, et al. 2006]. The WHO and UNAIDS proclaim that “early diagnosis presents an opportunity to provide people with HIV the information and tools to prevent HIV transmission to others” [WHOb n.d p16]. A voluntary counselling and testing (VCT) program has been formulated by the WHO and UNAIDS to encourage people to be pre-HIV test counselled, tested and post-HIV test counselled in an endeavour to prevent infection and transmission of HIV.
In Uganda, the occurrence of new cases of HIV is on the decline (15% in the early 1990’s, 6.4% by 2004 [UNAID 2006]. Although the 6.4% figure is a great achievement over the 18 years, there is a significant difference between urban and rural prevalence; 10.1% and 5.7% respectively [UNAIDSa n.d]. It is also reported that HIV prevalence is also higher among women (7.5%) than men (5.0%) [UNAIDSb n.d]. These figures may however be misleading as data has been generated from only a small proportion relative to Uganda’s population size with the rural/up-country regions being under-represented.

HIV counselling and testing is one of the factors claimed to have brought about the decline in HIV prevalence. (Other factors are the Ugandan government’s advocacy of ABC - Abstinence, Be faithful, and Condom use). The acceptance of the delivery of HIV counselling and testing as a common and routine event in a community should increase an understanding of HIV and living with and preventing HIV transmission, as well as a probable increase in the uptake of HIV testing.

The Ugandan government in 1990 founded the AIDS Support Organisation (TASO). TASO is a critical link in HIV counselling and testing, and together with more than approximately 2000 of the non government organisations (NGOs) in Uganda are active in HIV work [Coutinho 2003] by informing, counselling and testing the population. The large-scale delivery of VCT however, is only one step towards addressing the HIV pandemic; scaling up best practice of VCT is another critical step [Coutinho 2003]. The findings presented in this paper hope to demonstrate one example of best practice in VCT data collection and management procedures.

This paper is organised as follows. Section 2 presents the context of the study - an overview of VCT – specifically in Uganda. Section 3 depicts the importance of the end-user in the design and development of information systems – even when they are primarily paper-based. Section 4 outlines the study design and results. The paper concludes with a discussion of the known benefits to-date of the information system, and its possible impact on surveillance of HIV in rural communities and deliverers of VCT.

2. HIV VCT

A greater knowledge of HIV status within a community (and/or nation) is critical to expanding access of HIV treatment, care and support in a timely manner as it offers people living with HIV an opportunity to receive information and tools to prevent HIV transmission to others [WHOa n.d]. The most successful method of gaining knowledge about HIV has been through Voluntary Counselling and Testing (VCT).

HIV VCT voluntary pre-test counselling, testing, and post-test counseling, it is “the process of providing counseling to an individual to enable him or her to make an informed choice about being tested for HIV…… VCT is an entry point for prevention and care” [Family Health International 2004 p5]. It is an efficient and cost-effective strategy in expanding access to prevention, treatment and care services. It facilitates behaviour change [Family Health International, 2004], reduces the stigma attached to those who live with HIV/AIDS [Coutinho 2003], and early VCT can lead to a delay
in HIV deaths [Family Health International 2004]. Knowing your HIV status (that is whether positive/reactive or negative) is important, as it assist in the way you behave and thus affecting the state of your life style and health. Undertaking VCT offers a personal and individual way to learn of ones HIV status, and a way to maintain a negative status or if HIV positive, a way of maintaining a quality of life as well as access to treatment, care and knowledge on how to prevent transmission to others.

It is disheartening to know, that even with over 2000 Ugandan NGOs who are active in HIV work, including working in VCT programs, there are still many Ugandans who do not know their HIV status [UNAIDSb n.d.]. Table I presents the results of a 2003-2005 study showing the percentages of all men, all women, HIV-positive men and HIV-positive women (aged 15−49 years) in Uganda who were ever tested for HIV and received the results (the number of participants was not reported in the report).

Table I. HIV status

<table>
<thead>
<tr>
<th>Country Uganda: Date of survey 2004</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>percentage of all men who knew their status</td>
<td>12.7</td>
</tr>
<tr>
<td>percentage of HIV-positive men who knew their status</td>
<td>23.5</td>
</tr>
<tr>
<td>percentage of all women who knew their status</td>
<td>10.8</td>
</tr>
<tr>
<td>percentage of HIV-positive women who knew their status</td>
<td>15.0</td>
</tr>
</tbody>
</table>


The report also showed that in most countries of sub-Saharan Africa, knowledge of status was higher among people living in urban areas than among those living in rural areas; indicating that more needs to be done for those who live in rural regions. Furthermore, even in settings where VCT is routinely offered, for example, programmes for prevention of mother-to-child transmission, the number of people who avail themselves of these services remains low in many countries. Stigma and discrimination are the two main factors that continue to stop people from having a HIV test [WHOb n.d].

Health organizations worldwide are advising governments that the large-scale delivery of VCT is only one step towards addressing the HIV pandemic; scaling up best practice of VCT is another critical step [WHOa n.d. pg 48]. One way of doing this is in improving on the collection, reporting and dissemination of useful data regarding VCT. However, in practice, and in particular in rural areas where the majority of VCT is conducted by grass-root NGOs, formal - let alone valid and useful data, has rarely been collected with little analysis and dissemination. One of the issues in collecting the data is that many of the organisations conducting the VCT do not have an acceptable nor simple data collection instrument that they understand, nor a way to correlate the data into information that is useful to them. Often is the case ‘why and what to record in the note book?’ if there is no direct benefit. The study presented here, aimed to give
meaning to collecting data during VCT with the objective of benefiting those who collected it and their ‘clients’ through involving the end-user in the development of a simple data collection and analysis system.

3. End User Involvement In Information Systems Design

Information systems design is a complicated and time consuming process. It is considered to be the job of professionals. Regardless of how good the professional or practitioner is, many systems fail or are not used in the way that the system designer had in mind. Conversely, those information systems that are solely developed by the end-user are often missing technical and system features that would not only improve the robustness of this system, but also improve the technical efficiency of the system. It has long been argued that the participation of the end-user in the design of the information system tends to result in a more effective, efficient and accepted system. Collecting the user-requirements for a system is a challenging task in systems development [Pekkola et al 2006], “This includes information about the domain and context specific technical issues, and about multifaceted cultural, political, communicational, motivational, and personal issues” [ibib p21]. A development team that intricately involves both the end-user and system designers, though not a guarantee, has a greater chance of success of obtaining accurate information as stated by Pekkola et al [2006] than without the cooperation and collaboration between the two parties.

Systems development begins with an analysis of what is required of the system together with interaction with the end-user to obtain the data for the system. Though we are in the age of the ‘paperless office’ this is rarely the case, and many data items that are found in a system have initially be captured manually on a paper form. One of the disheartening trends in today’s information systems development is that often the development of any associated paper-based data capturing form is produced with no more than a token gesture to end-user input (if at all). A way of giving meaning to a data collection instrument is to give a tangible reason for its collection. Involving the end-user in the design of the system –even a paper system, can improve the system’s usability and acceptance. Without the end-user being involved in the design of the system, it can become less relevant, under-utilised or abused. Tushabe et al [2008] found that the functional usage of customized software in Uganda by Ugandan companies is approximately 42% [ibib p27]. An interesting figure but not a surprising one as the study also reports that only 12% of customized software in Ugandan organizations is locally developed [ibib p25]. The respondents indicated that one of the reasons for under-utilisation was that the end-users are “not playing a sufficient role within the software development process” [ibib p27]. Their study supports the hypothesis that if VCT counsellors were involved in the design of a system to assist them in the collection of data obtained during VCT, then they would collect more reliable data, as well as use the system more efficiently and effectively.
4. The Study

The study is situated in rural Uganda - one of the poorest countries in the world (GDP – per capita in 2007 was US$1000, [CIA n.d.]), with little national infrastructure - however, it has made vast improvements within the last 10 years to alleviate the burden of poverty, disease, poor sanitation and limited utilities. HIV VCT has been regarded as a means to reduce the transmission of HIV. To be informed as to the state of HIV in Uganda (or any country for that matter), useful data needs to be collected, reported and used by those who are at the front line delivery of VCT.

This study hypothesised
1. VCT counsellors will collect more reliable and usable data if they are involved in the design of the data collection instrument.
2. The data generated could be used to inform planning.

Building on the hypotheses, the aim of the study is to develop a useful information system that could be used in rural Uganda for collecting VCT data. Data obtained could then be used to:
1. Obtain accurate and informative data on HIV prevalence within villagers by gender, age, occupation and sexual behaviour.
2. Develop strategies to enable a more efficient and effective use of limited resources in the fight against the spread of HIV.

4.1 Study Design

The study is longitudinal in nature, using an ethnographic action research approach with its beginnings in investigating then discussing the user requirements for an information system to improve the efficiency and effectiveness of data collection during VCT.

The study was conducted in two stages:

1. **Stage One** consisted of end-user involvement in the design of a simple paper-based data collection form for use in the VCT process. From this form an electronic spreadsheet was developed, the NGO workers were trained in using the spreadsheet and in the importance of completed forms and participant’s consent. The NGO involved in this stage was Voluntary Services Trust Team (VOLSET). VOLSET concentrates its VCT in rural villages in and around Lake Victoria, and in the Mukono sub-county. (A detailed description of the design of this stage can be found in Lynch, Lynch and Bazira, 2008.)

2. The VCT data collection form was printed on a single page, the questions were written in plain English, and there was adequate space to write the responses (see Figure 1).
The questions included—place of residence, demographic data (age, gender, occupation, fertility history), sexual behaviour data (marital status, number of partners, condom use), and date of last HIV test. Each of these variables were deemed necessary by the VCT counsellors as important in understanding their clientele, and therefore enabling them to assist them further if necessary. It is interesting to note that even though the participants were not aware of all (if any) of the detail contained in WHO or UNAIDS publications on guidelines for collecting VCT data, (such as WHOc n.d. p20-22), there were similarities between many of the variables identified and that recommended by WHO or UNAIDS. An Excel spreadsheet was constructed to accompany the data collection form. To reduce data entry errors caused by spelling or typing mistakes, the spreadsheet included drop-down lists from which to select repeated data (such as gender, marital status, occupation, village). This technique also streamlined responses into categories for easy analysis.

Stage Two related to the refinement of the initial system (paper and electronic) by seventeen VCT counsellors from six different VCT providers who deliver VCT in rural parts Mukono sub-county (Uganda). In order to obtain feedback and improvements on the paper-based system, a focus group discussion was held during August 2008. At
the session, the participants were given a copy of the instrument. The conduct of the
focus group was facilitated by a native English speaker with little Luganda, however
a bi-lingual Ugandan research assistant was employed to take extensive notes of the
discussion, and to translate if there was a need. After the session, the notes recorded
were reviewed to extract repeating ideas, which were then coded. Analysis of the coded
data was undertaken to highlight emerging themes. Ethics for the study was granted by
the University of the Sunshine Coast (Australia) and the study was approved (and ethics
approval sighted) by the Uganda National Council for Science and Technology.

4.2 Results

Stage One is reported in Lynch, Lynch and Bazira (2008), however, a summary is
repeated here to present a full picture of the study. VOLSET started collecting data
during VCT in August 2004. Exercise books were used to record participants details
such as name, village, HIV result, and the data owner’s signature. Between August 2004
and February 2006, 218 responses were collected, however less than 30% of responses
were usable for analysis due to incomplete data. Between March 2006 and December
2007 over 1000 people had their data recorded using this refined collection method,
as a result of participating in VOLSET’s VCT program. Approximately 95% of the
responses were usable; that is, the completion rate of the forms in regard to basic
demographic data was high. Through discussion with VOLSET VCT counsellors it was
discovered that this increase was due to the simplicity of the form, knowing what data
to collect, the importance of complete data sets, and the usefulness of the information
derived from the data.

Stage Two began in August 2008 with the refinement of the VCT data collection
instrument by seventeen VCT counsellors from six organisations that deliver VCT to
rural Ugandans in the Mukono sub-county. The Director of VOLSET informed the
other participants the value of the summary information obtained from data collected
using the VCT forms, and how this analysis has assisted his organisation

“we send it [the summary information] to organisations which have funded
us for that programme or we also give it to the Government like the health centre in
Ntenjeru and then Mukono District, Ministry of Health. And by doing so, our
report works as an eye opener to the Government or to the local authority so that they
can think about those isolated areas where we go HIV testing.” [Festus Bazira]

Further comment from those who are VCT counsellors with VOLSET added that the
reports assisted them in who to target for their VCT sessions, “men or women, or villages
that are not coming for HIV testing at all or VCT counselling.” Another counsellor indicated
that it helped manage what they needed to bring to a VCT session, some sessions are
conducted on an island that is over a 5 hour canoe ride “It gives you an indication of the time
required, how many testing kits you need to bring next time or how much ARVs are needed - things
to bring along”

Two new variables were highlighted as important information to collect and generated
much debate and were discussed at great lengths during the focus group session. These
were the inclusion of the participant’s CD4 count, and their consent to their data being
recorded.
The immune system contains different types of cells that help protect the body from infection. One of these specialized cells are called the CD4+ T-cells. HIV attacks these T-cells and uses them to make more copies of HIV, weakening the immune system, and making them unable to protect the body from illness and infection. The higher the CD4 count, the stronger the immune system. A CD4 count of 700 to 1000 in a regulated sample size is considered to be ‘normal’. HIV infected people are considered to have a ‘normal’ CD4 count if their CD4 count is above 500, however, when a count is below 200 the patient is considered to have AIDS [AIDS n.d.]. Counsellors use the CD4 count to assist in educating HIV positive people in how to stay healthy in a hope of keeping their CD4 level above 200.

Some participants thought that including the CD4 count was important for everyone, others said it was only important if their HIV results returned a positive reaction. The discussion continued, with comments such as

“CD4 is necessary for one to know whether they are ready for ARVs or not. Therefore let this variable be on the form.”

“These are people who are just being tested. They can’t know their CD4 count. But if they have ever been tested and now they are coming for a second test or counselling, then it can be possible”

“CD4 is used by health workers. I don’t think it is useful on this form. First time testing wouldn’t know their CD4.”

“Whoever tests [HIV] positive must be tested for CD4 count as well. Having a CD4 test is important. Therefore referral is important to tell them where to go for the CD4 count.”

The decision from the discussion was that there should be a place for the CD4 count to be record. The decision was based on that once a HIV result returns a positive reaction, the person should be advised to have a CD4 test done. A CD4 test can be conducted at the same time as VCT, with a result imminent in approximately an hour (depending on the type of rapid test used). Providing the CD4 count on the form would be useful for future reference, as well as assisting in record keeping.

Consent. The WHO suggests that specific consent for HIV testing is required and is actually implied if general consent for medical care has been given (WHOd n.d. p20-22). The focus group participants debated over the need to record that consent was given.

“there is need to improve on the form to provide for an area of consent from the client. The form does not show that the client consented to the testing or counselling.”

“When we goes to the Island, people come willingly. People come asking for VCT. However, though they come willingly we have to ask them to consent.”

There was an extended discussion in regard to consent from a minor

“How do you get consent from a minor?”

“There were many implications when many adults never wanted their children to be tested. The practice however has changed. For the minors who can not
Even though, implied consent is given through allowing the counsellor to complete the form, it was decided to include a space to indicate that consent was obtained. The researcher questioned the need for a signature as this identified the participant. It was determined to make the recording of consent optional, and that a ‘tick’ indicating consent was sufficient.

Through active discussion and analysis of the notes taken during the discussion, the instrument was refined to include several new variables, these are listed in Table II together with the new form. These variables are consistent with the WHO guidelines for measuring national HIV prevalence [WHOd n.d. p20-22].

### Table II Stage Two variables and form

<table>
<thead>
<tr>
<th>Stage Two added variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Number of children given birth to; number alive, pregnant?</td>
</tr>
<tr>
<td>• Last testing organisation</td>
</tr>
<tr>
<td>• VCT record card given to client?</td>
</tr>
<tr>
<td>• Comments/recommendations (eg CD4)</td>
</tr>
<tr>
<td>• Consent obtained for use of de-identified and aggregated data.</td>
</tr>
</tbody>
</table>

It is important to note that the version two of the form included a ‘Private and Confidential’ box at the top right of the form. This was as a result of discussion at the focus group; and is a reminder of the ethical conduct to be followed during HIV testing and VCT.

The spreadsheet was modified to suit the new VCT data collection form, both of which are in use across the organisations represented at the Stage two focus group session.

### 5. Conclusion and Future Work

Although this study was limited to one then six VCT organisations in the Mukono sub-county of Uganda, the results suggest that the involvement of the end user in the design of an information system – even if primarily paper-based, together with input
from information systems design professionals (who have an understanding of local needs), and a purpose for the data collection, are instrumental in the acceptance and use of information systems.

The one organisation that has been using the VCT data collection instrument and associated electronic spreadsheet since March 2006, has noticed a significant increase in the number of people attending VCT, repeat visits, and recognition that they advancing in the fight against HIV, as stated by Bazira during the August 2008 focus group session in Mukono, “our report works as an eye opener to the Government or to the local authority so that they can think about those isolated areas where we go HIV testing.” Furthermore, those that record and analyse the data, are able to report on genuine statistics that they have an affinity with and understanding of, for example, Bazira continued, “whenever we do the testing, the percentage is higher than expected; sometimes 15% people who are positive. And still many [more people] needs to be done [tested].”

Once data are available and in a format that can be used and manipulate, information from the VCT data collection activities, can aid in developing strategies and plans for the best time and place to conduct VCT; comparison between sites (villages) in terms of when/who to visit, the number of counsellors and other resources required (eg brochures, VCT forms/cards, HIV rapid test kits).

Although the aim of the study was to develop a useful, simple and effective data collection instrument to assist VCT counsellors in understanding their client needs, develop strategies to assist them after VCT, and resource planning, the data gathered also shows information that can be used for inclusion into grant applications to up-scale and expand VCT coverage, and communicate the successes and challenges to the community (local, national and global).

Most of the 2000 NGOs that conduct VCT in Uganda need to report their work to health authorities within the country and to many organizations that financially support these NGO, such as the Global Fund. The Global Fund and other large funding bodies to Uganda, have (and could do so again) suspended funding if monitoring and reporting is not done rigorously and based on empirical work.

“One of the major bottlenecks in the implementation of large country grants, such as Global Fund grants, is a weak monitoring and evaluation system, with inappropriate indicators, inadequate data collection systems, a lack of capacity to collect data at the local level, and an inadequate capacity for data analysis. As HIV services evolve, countries need support in revising and strengthening monitoring alongside the implementation of programmes.” [WHOa n.d. p49].

The development and acceptance of a user directed VCT data collection system such as the one presented in this paper can enabled an empirical base for HIV VCT coordination, planning, training and procurement in a resource-limited regions such as Uganda. Each of these can directly lead to the up-scaling of VCT in an attempt to reduce the transmission and increase the prevention of HIV.
Furthermore, what we found interesting, is that even though the WHO has developed guidelines for the collection of VCT data, the participants in this study had little knowledge of these guidelines, let alone implemented by many of the NGOs that operate in rural, deep village or up-country villages in Uganda. The VCT data collection form developed during this study is inadvertently very similar to the WHO guidelines for addressing, up-scaling and expanding VCT into rural regions. The WHO guidelines were designed not only to collect information in regard to HIV prevalence, but at the same time suggest that data are collected on social, behavioural and biomedical factors. Data on some of these factors can be extracted from the form refined by the VCT counsellors who participated in the study presented in this paper.

This study has shown that involving those who use and need a system in the development of the system, results not only in a system that is used, but one that gathers acceptance further a field amongst peers and colleagues. This is due to an affinity with the wider-user group, an appreciation of the users, listening to their concerns and needs, as well as given them ownership of the system. End-user involvement in systems design and development is a recommended and accepted practice in systems development [Pekkola et al 2006] - however, it is not undertaken as often as required. This view is supported by Tushabe et al [Tushabe et al 2008], where they report that software applications (in the case of this study, an information system) need to be developed for Ugandans by Ugandans for the application to be successful.
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Translating new entity names is important for improving performance in Natural Language Processing (NLP) applications such as Machine Translation (MT) and Cross Language Information Retrieval (CLIR). Usually, transliteration is used to obtain phonetic equivalents in a target language for a given source language word. However, transliteration across different writing systems often results in different representations for a given source language entity name. In this paper, we address the problem of automatically translating transliterated entity names that originally come from a different writing system. These entity names are often spelled differently in languages using the same writing system. We train and evaluate various models based on finite state technology and Statistical Machine Translation (SMT) for a character-based translation of the transliterated entity names. In particular, we evaluate the models for translation of Russian person names between Dutch and English, and between English and French. From our experiments, the SMT models perform best with consistent improvements compared to a baseline method of copying strings.

1. Introduction

Transliteration is the process of representing words from one language using the approximate phonetic or spelling equivalents of another language [Arbabi et al. 1994]. Models for automatic (machine) transliteration are useful in the handling of unseen terms for various NLP tasks. The most frequent use of machine transliteration is in the representation of names in languages with different writing systems or alphabets, for example English and Russian. In tasks such as MT and CLIR, the lack of a comprehensive bilingual dictionary including the entries for all entity names makes machine transliteration necessary [Kashani et al. 2007]. The main motivation for integrating a machine transliteration module in NLP applications is to handle unseen terms in a proper way so that performance of that application is improved. Several researchers have used a variety of approaches to machine transliteration that involve either modeling a direct mapping between two orthographies or considering the phonetic representation for transforming strings into each other or a combination of both [Oh et al. 2006].

A task that is not addressed in the literature (at least to our knowledge) is that of translating transliterated names. With this, we refer to the translation of names that have been transliterated from a different writing system in a third language. Consider the examples in Table I where Russian names have been transliterated into: English, French, German, and Dutch. As we can see, names are spelled very differently even though all the four languages use more or less the same writing system (the Roman alphabet). Such spelling variations for the same source name in target languages arise due to language specific differences, for example in the way of encoding pronunciations [Hsu et al. 2007].
Table I. Russian names in four European Languages

<table>
<thead>
<tr>
<th>English</th>
<th>French</th>
<th>German</th>
<th>Dutch</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alexander Pushkin</td>
<td>Alexandre Pouchkine</td>
<td>Alexander Puschkin</td>
<td>Aleksandr Poesjkin</td>
</tr>
<tr>
<td>Nikita Khrushchev</td>
<td>Nikita Chruschtschow</td>
<td>Nikita Khrouchtchev</td>
<td>Nikita Chroesjtsjov</td>
</tr>
<tr>
<td>Yuri Andropov</td>
<td>Iouri Andropov</td>
<td>Juri Andropow</td>
<td>Joeri Andropov</td>
</tr>
<tr>
<td>Leonid Brezhnev</td>
<td>L’eonid Brejnev</td>
<td>Leonid Breschnew</td>
<td>Leonid Brezjnev</td>
</tr>
</tbody>
</table>

The problems usually addressed by transliteration between different writing systems apply here as well: The different spelling variants try to match the underlying phonetic description which is usually not known to a cross-lingual application. A dedicated module for the translation of (unknown) transliterated entity names is expected to help a system (for example MT) in the same way a transliteration module improves performance across writing systems.

In our experiments we look at the translation of Russian proper names between English, Dutch, and French using two different models that map the orthography directly without considering (or modeling) the underlying phonetic representation. In particular, we look at task-specific weighted finite state transducers and character-based statistical machine translation models trained on names extracted from Wikipedia.

In section two, we review related work; in section three, we introduce the models used for the translation task; in section four, we describe the experiments and show results with a discussion; we finally conclude in section five.

2. Related Work

In this paper we adapt both machine translation and transliteration models for automatically translating transcriptions. We briefly review recent work associated with the two classes of models.

For machine transliteration, four types of models have been proposed by Oh et al. [2006]: grapheme-based transliteration models, phoneme-based transliteration models, hybrid transliteration models, and correspondence-based transliteration models. Classification of these models is based on the units that are used for transliteration: graphemes only, phonemes only, or both graphemes and phonemes. Different methods and techniques have been used under these models, typical classifications including: statistical methods, rule-based methods or a combination of both. Based on these methods, significant research has been dedicated towards developing techniques for machine transliteration in languages that use different writing systems. Research has also been done with regard to handling of transliterations; however, most of it is associated with measuring similarity between transliterations across different writing systems [Hsu et al. 2007; Lam et al. 2007].

Statistical Machine Translation (SMT) models have also been adapted for machine transliteration. Matthews [2007] for example uses Moses, a state of the art Phrase-based Statistical Machine Translation system (PSMT) on transliterating proper names between

---

2 Wikipedia is a free online encyclopaedia that can be accessed via http://www.wikipedia
English and Chinese, and English and Arabic. Matthews [2007] shows that a machine transliteration system can be built from an existing PSMT system whose performance is comparable to state-of-the-art systems designed specifically to transliterate.

Although a lot of work has been done for Machine transliteration, little has been done with regard to translating transliterated entity names whose origin is in a different writing system. We adapt two approaches used in previous work for the translation task in this paper: Finite state automata [Graehl 1997] and PSMT models [Matthews 2007].

3. Machine Translation Models

In this section, we describe the methods and techniques we have used for translating transliterated names. The first method uses Weighted Finite State Transducers (WFSTs) and the second is based on Phrase-based Statistical Machine Translation (PSMT) models.

3.1 Weighted Finite State Transducers

A Finite State Transducer (FST) is an automaton that transforms one string into another. It can be seen as a network of states with transitions between them which are labeled with input and output symbols. Starting at some state and walking through the automaton to some end state, the FST can transform an input string (by matching the input labels) to an output string (by printing corresponding output labels). Figure 1 is an example of an FST where each arc is labeled by an input and output string separated by a colon while the nodes represent states (two states in this example).

**Fig. 1. Example of a Finite State Transducer (Adapted from [Mohri 1997])**

Weighted Finite State Transducers (WFSTs) are automatons in which each transition in addition to its usual input label is augmented with an output label from a possibly different alphabet, and carries some weight element [Mohri 2004]. Assuming that the weights form proper probability distributions, we can compute the probability of certain transformations and compare them with other competing transformations. In this way the most likely transformation can be chosen according to the model.

For the translation task in this paper, we first model the transformation between transliterated names as a sequence of edit operations on the character level (Figure 2).
For this we define a state $M$ for substituting a source language character $x_i$ with a target language character $y_j$, a state $D$ for inserting a source language character $x_i$ (by defining the output label to be the empty string $\varepsilon$) and a state $I$ for inserting a target language character $y_j$ (by setting the input label to be the empty string $\varepsilon$). Furthermore, we add a start state and an end state that can be reached from any other state by matching the empty string $\varepsilon$ and producing the empty string $\varepsilon$. The general structure of the FST illustrating the nodes associated with the edit operations is shown in Figure 2.

We have chosen the structure described above with respect to related work on similarity estimation using pair HMMs [Mackay and Kondrak 2005; Wieling et al. 2007] that take on a similar structure. It is, however, not necessarily an advantage to model insertion, deletion and substitution with different states; we define some variants of the transducer in figure 2. Basically, we add transitions performing arbitrary substitutions and source/target character insertions at each state and let the training procedure decide how to make use of the explanatory power of the model chosen. We then use various numbers of states to see if additional power leads to improved results.

**Fig. 2. Edit distance WFST model**

A final modification we applied is related to the splitting of strings into characters. In the models above we simply use transformations of single characters without considering any context. However, there are often contextual dependencies between adjacent characters and various character n-grams correspond to some degree to an underlying phonetic representation. For example, the Dutch spelling ‘oe’ usually refers to an /u/ sound. Because we did not involve any sophisticated phonetic transcription we simply change our splitting strategy in the following way: We define a set of vowels in each language and split strings into adjacent vowel, non-vowel or white-space characters. Here we assume that especially vowel combinations correspond to certain sounds but also that
combinations of consonants are often used to transliterate certain phonetic elements (for example “sjk” in the Dutch {Poesjkin} as opposed to “shk” in corresponding English {Pushkin}). We also do not take care of character ambiguities and simply define fixed disjoint sets of vowels and consonants.

3.2 Phrase-based Statistical Machine Translation

Phrase-based statistical machine translation (PSMT) is the current state of the art in data-driven machine translation. It is based on the well-known IBM models trained on large parallel corpora but using bilingual phrase-tables instead of word link probabilities and fertility parameters. In PSMT several components are usually combined in a log-linear model (translation models, reverse translation model, word and phrase penalties, language models, distortion parameters, etc) with weights optimized using minimum error rate training. Various tools are available for training such a model and “decoding” (translating) input strings according to the model.

PSMT can be used on the character level instead of the word level [Matthews 2007]. The entire procedure is directly applicable in the same way as standard word-level PSMT systems are organized. Instead of aligning words we have to align characters in parallel data, which will be translated transcriptions in our case instead of translated sentences. Phrases now refer to character N-grams instead of word N-grams and language models are also defined over character sequences instead of word sequences.

The advantage of PSMT over the transducer model described earlier is that the extracted phrase tables (character N-grams) now cover a lot of contextual dependencies found in the data. In this way we hope to find better transformations by translating sequences of characters instead of single characters. Furthermore, we do not have to model insertions and deletions explicitly but leave it to the translation table to change the lengths of translated strings. Another advantage is the explicit inclusion of a target language model to weight the possible outcomes of the system. In the transducer model this is not easily possible as we include deletion operations. A language model would always prefer shorter strings and therefore force the system to over-use the deletion operations when transforming strings.

For actual translation, we use standard SMT decoders with monotonic decoding (because we do not expect any character movement on the target side in translations that should correspond to the same underlying phonetic representation).

4. Experiments

4.1 Data sets

Our data set is extracted from an English Wikipedia database dump from 2008/07/24. We used simple patterns to identify Russian names looking at the structured information in Wikipedia info-boxes. Basically we looked at entries that match the pattern (Russian|Russia|Soviet) in categories such as “citizenship”, “nationality” and “place of birth”. Translations of these names are taken from links to other languages which are also given for every Wikipedia page. In this way we collect all names potentially from Russian origin and their correspondences in other languages. We save all name
pairs for the language pairs we are interested in, performing some extra normalization. For example, the German Wikipedia page referring to “Nikita Khrushchev” includes his middle name (“Nikita Sergejewitsch Chruschtschow”). In order to fix this problem we use the following heuristics for names with different numbers of space separated elements: Firstly, we remove abbreviated middle names (such as “H. W.” in “George H. W. Bush”). Secondly, only the first and the last element are considered if there is still a difference in the number of elements (or only the last element is taken if one of the names only contains one element).

Another normalization that has to be done is to switch the order of first and family names. In some languages it is very common to use the family name followed by a comma and the first names (“Clinton, William Jefferson” instead of “William Jefferson Clinton”). Here we simply change the order by swapping the strings preceding and following a comma for all names in the database. Note that we swap the strings first and then check for matching number of name elements. As a final pre-processing step we convert all names to lower case versions to reduce the number of parameters in our models.

Unfortunately, the data set extracted in this way is quite small which is probably due to the requirement of having an info-box (with matching contents). Nevertheless, we obtained 199 pairs of names for English-Dutch and 372 pairs for English-French. We did not manually check them and, therefore, our database includes names which are not typically Russian (such as Marc Chagall, born in the Russian empire as son of a Jewish family). However, we assume that there are only very few of these exceptions.

From each of our data sets we removed 50 name pairs to form our two test sets for both language pairs. Each of the two test sets is used for evaluating all the models tested. The remaining pairs are used for training and/or tuning model parameters.

4.2 Evaluation

There are different ways that can be used for evaluating the translations generated. One obvious way is to calculate the accuracy on a test set of unseen names, i.e., computing the proportion of correctly translated names in that set. However, accuracy is a very strict measure with respect to character-based translation where one single mismatch is counted in the same way as a completely dissimilar pair of strings. Furthermore, for many transliterated names, several alternatives may be acceptable in a language (for example, “Chrushchev” instead of “Khrushchev”) but only one reference is given in our data. Therefore, other measures for string similarity should be considered. We have chosen to use the Longest Common Subsequence Ratio (LCSR) as our main evaluation measure. It is defined for a pair of strings as the ratio of the length of the longest common subsequence of characters and the length of the longer strings. It produces values between 0 and 1 where 1 is a perfect match between the two strings.

4.3 Training WFSTs

Parameters of WFSTs can be trained from data using a forward-backward algorithm. The training set simply contains pairs of correct matching transliterations from the two given languages and they need not to be aligned. The forward-backward algorithm iteratively maximizes the probability of observing this training data set by adjusting the
internal model parameters in a hill-climbing manner. The algorithm converges to a local maximum depending on the initial model chosen.

In our settings we run the training procedure with a uniform initial model and five other randomly chosen initial models. In this way we reduce the likelihood to end up in a suboptimal model at least to some extent. For training, we use Carmel, a free toolkit for manipulating finite state automata [Graehl 1997]. The training procedure is implemented in the Carmel system and also the procedures for obtaining the most likely strings given some input sequence and model parameters.

As discussed earlier, there are several models that can be applied to our translation task. In particular, the transducer structure in terms of states and their possible emissions can be varied. The first model refers to the edit distance model using separate states for substitutions (and matching); insertion (modeled as inserting target language characters) and deletion (modeled as inserting source language characters). In this model we introduce some kind of model bias by restricting the type of emissions to be of a certain kind at each state. We can also remove this bias by allowing all possible types of emissions (including insertions on the source and target language side) from any state in the WFST. The idea here is to let the training procedure decide how to make use of the hidden layer of states without defining the function of each state. This is basically a test to see if the forward-backward procedure is capable of learning some underlying structure which is not given to the system when training its parameters. Of course, we still have to define the number of states to be used in the WFST before training its parameters. In our experiments, we applied WFSTs with one up to five states (excluding start and end state) and a fully connected graph with uniform initial settings. Furthermore, we also ran the training procedure with five additional randomly chosen initial parameters.

Finally, we can also modify the input and output alphabets by changing the way of splitting strings into symbol sequences. Previously, we simply used character sequences for training and testing. Now we also like to test the technique discussed in section 3 on WFSTs; i.e. splitting words into sequences of vowel/non-vowel N-grams. After splitting our data in this way, we can apply the same training procedures as for the preceding WFSTs.

4.4 Training PSMTs

For training and decoding the PSMT models we used the publicly available toolkit Moses [Hoang et al. 2007] with its connected tools GIZA++ [Och and Ney 2003] and IRSTLM [Frederico et al. 2008]. Adjusting the system to our transliteration task basically refers to manipulating the data sets used for training, tuning and decoding. This means that names have to be split on the character level and spaces have to be converted to some other kind of separation marker (we used '_' for this purpose which otherwise does not appear in our data). Furthermore, we selected monotonic decoding for obvious reasons and left other parameters unchanged. Hence, the model uses standard settings for the alignment with GIZA++ (character alignment in our case), standard heuristics for the extraction and scoring of phrase alignments (character N-grams with a maximum length of 7 characters) and standard settings for the minimum error rate training (MERT) used for tuning. The language model is a 5-gram model estimated from the target language
side of our training data using the standard smoothing technique implemented in the IRSTLM toolkit (Witten-Bell smoothing).

There are various fixed parameters that can be tuned in the PSMT models as described above. Among others, we could change the maximum size of phrases to be considered, various phrase extraction techniques can be used and language model parameters can be modified. In our experiments we did not tune these training specific parameters. Instead, we concentrated on modifying the models in the following ways: firstly, we changed the training data in such a way that the set for tuning is part of the training set instead of keeping a separate set for tuning. In our basic setting we remove 50 additional name pairs from the training set to be used for tuning the SMT model parameters. In another setting we simply used them for training as well. Here, we were interested in seeing how increasing the training set influences the performance before training (especially with our tiny training set). Furthermore, we also like to know if tuning on parts of the training set may still lead to improvements on the test set.

Secondly, we changed the pre-processing step from character splitting to vowel/non-vowel splitting as described in the previous sections for WFSTs. Here, we do not expect a similar effect on the results as we expect for the WFSTs using this technique. This is because contextual information is already integrated in the phrase-based SMT model to a large extent and important character combinations already appear in the extracted phrase table with appropriate scores.

A last modification we investigated is to apply a larger language model. It is well-known that SMT models produce better results in general when increasing the language model. However, the transliteration task is different and common character combinations in the target language may not necessarily be as common in transliterated names. Hence, we like to test the impact of adding data from a larger set of target language strings to estimate the character language model for our task.

4.5 Results

Let us first have a look at the baseline for our task. A common technique in machine translation for handling unknown words is to leave them untouched and to copy them to the target output. For names (usually a large portion of the unknown words) this is certainly a good strategy if alphabets at least very similar. Hence, the baseline for our task refers to this strategy of copying the strings even for transliterated names. Table II shows the scores for the baseline in terms of LCSR and accuracy\(^3\) (acc.) on our test sets of English-Dutch and French-English, each with 50 names.

<table>
<thead>
<tr>
<th></th>
<th>LCSR</th>
<th>acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dutch-English</td>
<td>0.88</td>
<td>0.32</td>
</tr>
<tr>
<td>French-English</td>
<td>0.89</td>
<td>0.26</td>
</tr>
</tbody>
</table>

\(^3\) We complement LCSR scores with accuracy scores in order to show the magnitude of completely correct translations as well.
As we can see in Table II, the LCSR scores for both English-Dutch and French-English are quite high already, which means that English and Dutch, or French and English spellings of Russian names are not very far from each other. Even the accuracy is rather high considering the strict nature of this measure. Table III shows the translation results using our WFST models.

As we can see in Table III, the WFST models do not perform very well. None of the Dutch-English WFSTs actually improves the baseline scores, neither in LCSR nor in accuracy. The translation performed seems to actually harm the system especially when looking at accuracy scores. The baseline of leaving names unchanged should be preferred instead. For French-English we can observe a slight improvement of the edit distance WFST. In accuracy, the vowel/non-vowel model also performs better than the baseline. Furthermore, for both language pairs, we can see that the edit distance WFST does not have a clear advantage over a single-state WFST. There is only a slight gain in accuracy for English to Dutch and French to English translation, but otherwise the scores are the same. From our experiments we can also conclude that the training procedure is not capable in learning a hidden underlying structure from the data. However, looking at the size of our training data, this was not to be expected either. Looking at the large differences in scores for various numbers of states it seems that the algorithm easily gets stuck in suboptimal maxima. Finally, the second splitting strategy using vowel and non-vowel sequences does not improve the performance either. On the contrary, it actually hurts the model which is a bit surprising. One reason might be the increased sparseness of our data set including larger sets of input and output symbols, which now contain character N-grams. The only improvements compared to the character-based WFST can be seen in the accuracy for English to Dutch and French to English translations. The score for English-Dutch, however, is still below the baseline.

**Table III. WFST Translation results**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>edit distance</td>
<td>0.88</td>
<td>0.22</td>
<td>0.87</td>
<td>0.20</td>
<td>0.90</td>
<td>0.28</td>
<td>0.89</td>
<td>0.24</td>
</tr>
<tr>
<td>1 state</td>
<td>0.88</td>
<td>0.22</td>
<td>0.87</td>
<td>0.18</td>
<td>0.90</td>
<td>0.26</td>
<td>0.89</td>
<td>0.24</td>
</tr>
<tr>
<td>2 states</td>
<td>0.79</td>
<td>0.00</td>
<td>0.88</td>
<td>0.18</td>
<td>0.79</td>
<td>0.02</td>
<td>0.88</td>
<td>0.14</td>
</tr>
<tr>
<td>3 states</td>
<td>0.81</td>
<td>0.12</td>
<td>0.80</td>
<td>0.04</td>
<td>0.85</td>
<td>0.14</td>
<td>0.81</td>
<td>0.00</td>
</tr>
<tr>
<td>4 states</td>
<td>0.81</td>
<td>0.06</td>
<td>0.85</td>
<td>0.22</td>
<td>0.78</td>
<td>0.02</td>
<td>0.81</td>
<td>0.02</td>
</tr>
<tr>
<td>5 states</td>
<td>0.78</td>
<td>0.02</td>
<td>0.78</td>
<td>0.02</td>
<td>0.79</td>
<td>0.04</td>
<td>0.83</td>
<td>0.04</td>
</tr>
<tr>
<td>vowel/non-vowel</td>
<td>0.83</td>
<td>0.20</td>
<td>0.84</td>
<td>0.28</td>
<td>0.88</td>
<td>0.30</td>
<td>0.87</td>
<td>0.20</td>
</tr>
</tbody>
</table>
Let us now look at the results from the PSMT system in Table IV. Here we can see a clear improvement of the translation quality as measured in LCSR scores. Except for the non-tuned models with large language models, all LCSR scores are above the baseline and even accuracy scores exceed the baseline in various cases (but by far not all of them). The importance of training data can be seen in the figures for Dutch and English where the tuning set is included in the otherwise very small training data set. For those experiments, we obtain the highest scores in both translation directions. For English-French, for which we have a larger training set available, we do not see a similar behavior. A separate development set seems to be preferable. Also, the impact of tuning is mixed and it is not clear how MERT is affected by a setting where the development set is not kept apart from training.

The second modification of our training data, the split of characters into vowel/non-vowel sequences, performs quite well, especially for English to Dutch. However, a clear advantage of this technique over the standard pre-processing technique cannot be seen.

The final test refers to the inclusion of a larger language model. Here, we included the English, French and Dutch Europarl data [Koehn 2005] for estimating character-based language models. We can clearly see that the additional data sets harm the translation process and only after tuning do the scores get back to the level of other models using the small language models from the parallel training data. Looking at the weights after tuning we can also see that the language model weights are very low when using the large data set. This seems to suggest that the overall influence of a language model on translation quality is rather low in our case.

**Table IV. PSMT Translation results**

<table>
<thead>
<tr>
<th>Moses (characters)</th>
<th>Dutch-English</th>
<th>English-Dutch</th>
<th>French-English</th>
<th>English-French</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LCSR</td>
<td>acc.</td>
<td>LCSR</td>
<td>acc.</td>
</tr>
<tr>
<td>without tuning</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tuned</td>
<td>0.89</td>
<td>0.24</td>
<td>0.90</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>0.92</td>
<td>0.30</td>
<td>0.90</td>
<td>0.28</td>
</tr>
<tr>
<td>{tune} \subset {train}</td>
<td>0.91</td>
<td>0.40</td>
<td>0.92</td>
<td>0.32</td>
</tr>
<tr>
<td>without tuning</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tuned</td>
<td>0.93</td>
<td>0.34</td>
<td>0.91</td>
<td>0.40</td>
</tr>
<tr>
<td>vowel/non-vowel</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>without tuning</td>
<td>0.90</td>
<td>0.28</td>
<td>0.91</td>
<td>0.48</td>
</tr>
<tr>
<td>tuned</td>
<td>0.89</td>
<td>0.32</td>
<td>0.92</td>
<td>0.44</td>
</tr>
</tbody>
</table>
### Table V. Examples from the test set Dutch-English showing some typical problems of translating transliterations with the models

<table>
<thead>
<tr>
<th>Dutch input</th>
<th>Correct English</th>
<th>WFST English</th>
<th>Moses English</th>
</tr>
</thead>
<tbody>
<tr>
<td>andrej tarkovski</td>
<td>andrei tarkovsky</td>
<td>andrey tarkovski</td>
<td>andrey tarkovsky</td>
</tr>
<tr>
<td>anna koernikova</td>
<td>anna kournikova</td>
<td>anna koernikova</td>
<td>anna kurnikova</td>
</tr>
<tr>
<td>Aleksandr solzjenitsyn</td>
<td>aleksandr solzhenitsyn</td>
<td>aleksandr solzyenitsyn</td>
<td>alexandr solzhenitsyn</td>
</tr>
<tr>
<td>anton tsjchov</td>
<td>anton chekhov</td>
<td>anton tsyekhov</td>
<td>anton chechov</td>
</tr>
<tr>
<td>andrej sacharov</td>
<td>andrei sakharov</td>
<td>andrey sakharov</td>
<td>andrei sakharov</td>
</tr>
<tr>
<td>dmitri sjostakovitsj</td>
<td>dmitri shostakovich</td>
<td>dmitri syostakovitsy</td>
<td>dmitri sjostakovich</td>
</tr>
<tr>
<td>leonid brezjnev</td>
<td>leonid brezhnev</td>
<td>leonid brezynev</td>
<td>leonid bruzhnev</td>
</tr>
</tbody>
</table>

In Table V some examples of translations from the Dutch/English test set are shown. In these examples we can see typical problems especially of the WFST model. In particular, we can see the problem of consistent character substitutions without considering local context. For example, “i” is consistently translated into “i” in English and “j” into “y” using the WFST. In the PSMT model, contextual dependencies are better covered due to character n-grams in the translation table. However, there are still ambiguities causing problems in examples like “tsjechov”→“chechov” (instead of “chechov”).

### 5. Conclusions

In this paper we have looked at the problem of translating transliterated names. Spellings of names originally coming from a different writing system vary substantially even for related languages. We investigated two types of models for translating such names between Dutch-English and English-French. We applied various types of weighted finite state transducers and phrase-based statistical machine translation models to our task. The models were trained on name pairs of Russian origin extracted from Wikipedia. In our experiments the SMT approach performed best, consistently beating the baselines. The results are encouraging especially when considering the tiny training set that was available to us. The results also show that specialized models like the ones we have tested in this paper for translating transliterations may help to handle unknown words and hence improve performance in NLP applications such as MT, CLIE, and CLIR. As future work, we would like to determine whether improvements can be obtained by investigating extended structures of the WFST models for example while incorporating contextual information represented in the model.
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Anesthesiology deals with such a complex social system that it can spawn over an infinite number of states. Diagnesia, a prototype built to offer decision support to anesthetists continuously estimates the likelihood and unlikelihood of diagnoses during surgery, by applying arguments for and against the different diagnoses, and presents the most probable diagnoses to the anesthetist. In this paper, we present the usability aspects and/or design decisions pertaining the prototype.

1. Introduction

When patients go to the operating theatre for surgery, they need some sort of anesthesia in order not to feel conscious pain. This paper will focus on this type of anesthesia, referred to as general anesthesia. Anesthesia suppresses some vital functions of the patient. Kizito [2008] and Ballast [1992] discuss several effects of this. These include loss of water, blood loss, vasodilatation, suppression of autonomic nervous function, and so on. Since the patient is unconscious, unaware of pain, and immobile during the period he/she is anesthetized, he/she is unable to express him/herself. We thus have a specialist in the theatre responsible for the health of the patient during this time—the Anesthetist.

The specialist is able to monitor the state of the patient by use of monitoring devices. These devices continuously display the patient’s physiological data, which when coupled with registrations of certain events, medical history, and drug administration can be used to estimate the state/health of the patient. Such data may include, but is not limited to, blood pressure, heart rate, respiratory rate, oxygen saturation, and anesthetic concentration of gas mixture. When any of these values goes out of the normal range, the Anesthetist has to take appropriate action.

In [Kizito, 2008], we discussed in detail the states of the patient. We categorized them into three; familiar (to the anesthetist), urgent, and diagnosing states. In the familiar state, the Anesthetist knows the typical treatment to give the patient. The urgent state is unfamiliar but nevertheless, the Anesthetist needs to give some treatment even without knowing the cause of the problem. The diagnosing state is also unfamiliar but not urgent and thus can not be diagnosed like the familiar case. In this paper, we present approaches towards providing information in all these three dimensions.

Diagnesia, a prototype designed to offer decision support to the Anesthetist, continuously estimates the likelihood and unlikelihood of each of the diagnoses in its list, and presents such relevant information at such an abstract level that, this information
coupled with his expert knowledge, the Anesthetists decision making process can be facilitated [Kizito, 2008; Pott and Feber, 2005]. Physicians often refer to their clinical decision making process as more art than science, and suggest that while computers might be programmed to deal with the scientific, analytical aspect of their work, they will never be able to capture the “art” of a skilled clinician [Pople, 1992]. The decision support system can thus not do without the experts’ knowledge. This paper discusses the use of Information and Communication Technology (ICT) techniques to relay this kind of information and also discusses how such information is presented to the specialist. We shall also discuss the design decisions made in accordance with usability.

Using some defined indicators as inputs, Diagnesia builds a set of rules that are used to continuously estimate likelihood and unlikelihood of diagnoses in its set by computing corresponding evidence probabilities. Every diagnosis has a set of indicators and counter indicators, each with a certain strength/weight. The indicators are used to estimate the evidence probabilities [Kizito, 2008]. At any one point, the outcome of this computation is a paired set of probable diagnoses and corresponding estimated probabilities. This paper will not focus on how these probabilities are computed but rather on how the findings are relayed to the relevant personnel.

2. Usability Design Decisions
In this section, we look at a number of aspects considered when designing Diagnesia’s user interface. The user interface is an important aspect of the system. It is through this interface that the system keeps the user informed about what is going on through appropriate feedback within reasonable time. Diagnesia is designed in such a way that the information displayed can easily refresh every so often by setting a value of the refresh timer.

The system should speak the users’ language, with words, phrases and concepts familiar to the user, rather than system-oriented terms. It should follow real-world conventions, making information appear in a natural and logical order. The terms and/or abbreviations used to describe diagnoses, arguments, and the like, are those that anesthetists are familiar with, taken from literature of anesthesiology [Aitkenhead et al., 2001].

The user interface contains two major screens. An input screen (mainly for simulation and/or testing purposes) and the output screen (for Anesthetists use). This paper will focus on the output of the system thus the output screen. It is also very important that the information displayed on the interface is actually relevant to the anesthetist. The next sub-sections describe the approach used to ensure relevancy of the information displayed by the output screen of the decision support system (DSS).

2.1 Most probable diagnoses (the familiar state)
Previous research has attempted the use of approximation strategies in offering decision support to diagnosis [ten Teije and van Harmelen, 1996, 1997]. Diagnesia follows a similar approach by using estimated probability as a measure of the most likely diagnosis. The likelihood and unlikelihood of a diagnosis is estimated as a ratio of the total score
of all arguments (expected to contribute to the evidence) that are true to that of all those expected to make a contribution for the evidence in question (see Kizito [2008] for details).

When designing the way Diagnesia displays both the likelihood and unlikelihood, our intention is to make it easy for one to distinguish between the two. Although the likelihood may be superimposed on the screen more than the unlikelihood, the unlikelihood is also very important and should not be neglected. In collaboration with a usability class in the Department of Artificial Intelligence of the University of Groningen, we adopted a logarithmic scale, with a measure of time and evidence, as shown in Figure 1. This allows us to put more emphasis on the current state (far right) of the patient as well as keeping track of the historical states (towards the left). The orange shaded area shows the likelihood of the diagnosis at a given time, whereas the blue (later changed to green) line shows the unlikelihood.

![Fig. 1. Indication of likelihood and unlikelihood of diagnosis Pneumothorax](image)

### 2.2 The urgent state

In [Kizito, 2008], we discussed some states of the patient. We noted that the state of the patient may be unfamiliar to the anesthetist and, in such cases, there is not enough time to investigate the cause of the problem. The anesthetist needs to give a treatment in order to bring back the patients state to normal. In this state, it is important for the anesthetist to have an idea of what category the problem is and the extent to which it is life threatening. Is it a Cardiovascular, Respiratory, or Anesthesia depth problem? If we have a problem in more that one of these categories, where do we have more urgency?

Approximation strategies are informed by particular properties of the domain knowledge [ten Teije and van Harmelen, 1997]. The work of Bravata et al. [2004] shows specificity as one of such properties that affect diagnostic closure when using approximation techniques. We thus attempt to provide some information in a more specific and precise manner. We consequently use three sets of icons to reflect the patient’s state along these three dimensions: the heart (for indicating problems with the cardiovascular system), lungs (for the respiratory system) and eye (for the depth of anesthesia). By moving the icon for a particular category to some direction, it should indicate more life threatening situations where as the withdrawal to the opposite direction should indicate more stable state. The icons may be in one of four positions; normal (not life threatening), low, intermediate, and high (life threatening).

Taking an example of the Anesthesia category, it is interesting to note that the system could easily come up with a scenario in which the patient has a low sleeping depth and at the same time a low awakening. This can be obtained in case the two arguments High MAC (argument for sleeping depth) and Low amplitude pulse oximeter (argument for awakening)
happen to be true at the same time. It is a contradiction because one is not expected
to have an increasing depth of anesthesia and at the same time waking up! However,
since it is a possible scenario according to the rules built into the system, a decision of
handling this case has to be made. Considering the fact that it is more dangerous for a
patient to wake up without the knowledge of the anesthetist than sleeping a bit more,
it was decided that the awaking alarm overrides the one of sleeping depth. So, if such
a scenario ever arose, the awakening icon will move to reflect the state of the patient
along the dimension. We shall discuss more about these icons in 2.5.

2.3 Non Measurable (Observable) Variables

Diagnesia uses a number of variables to test the truth of the corresponding arguments.
The likelihood of a diagnosis is then estimated depending on the number of arguments
for the diagnosis that evaluate to true and their corresponding weights. In some instances,
it is hardly possible to reach conclusive diagnostic closure as the system may require
additional observation [Mcllraith and Reiter, 1992]. For example the system cannot tell
whether or not the patient is sweating. These arguments are important and may be
needed to confirm certain diagnoses. At the moment, we are unable to directly measure
these variables. Perhaps it is possible to investigate the possibilities of measuring them
but in the scope of our study the cost of this investigation may not be worthwhile.
Some of them probably can be computed from some other information measured from
the monitoring devices. Nevertheless, the system is designed in such a way that it is not
hard to add more arguments for disorders.

Such arguments have further been categorized into three groups: one group can be
observed, checked on the user interface, and considered in probability computations;
another group cannot be considered when estimating probabilities but can be highlighted
in the status bar of the user interface when there is suspicion that it should be observed;
the last group is not considered at all by the DSS.

Checkable on the user interface: In this category, a checkbox has been provided on
the input screen. For instance if the anesthetist realizes that the patient is sweating,
he/she simply needs to check the box provided for sweating and the DSS will take it
into account when estimating the probabilities of diagnoses. This method is not so user
friendly and was limited to only two arguments (Mottled skin and Sweating) since one
has to remember to uncheck such checkboxes when the observed action stops.

Alert message in status bar: As the number of observable arguments increased, the
method described above could not be used anymore. Another mechanism was devised.
A status bar was added at the bottom of the output screen of the system. When the
diagnosis indicated by an argument is supported by any other measurable argument with
a probability greater than 0 (zero) and qualifies to be among the probable diagnoses,
then we can advise the anesthetist to check the observable arguments. We do this by
putting some text in the status bar explaining what to observe and for what diagnosis. This text
will disappear as long as the diagnosis in question loses the support. The text should
slowly scroll to the left when it is too much to be accommodated in the available space
of the status bar. A sample display of this feature will be presented in 2.5.
Other: The method described above can only work if the diagnosis indicated by the observable argument has at least one other measurable argument. Otherwise it will never get a chance of displaying its “help” information since it cannot raise any probability greater than zero. Such cases, where the only argument known for a diagnosis is an observable one, are not implemented in the system. For example, the system cannot know that there is a widening of the QRS complex on the ECG and since this is the only argument we have for hyponatraemia, the diagnosis (hyponatraemia) is not in the set of 36 catered for in Diagnesia.

On addition to the diagnosis affected by the Other category above, Diagnesia does not cater for hemorrhage. This is also due to the unease of measuring the disorder. Hemorrhage is a copious discharge of blood from the blood vessels. According to a textbook of anesthesia [Aitkenhead et al., 2001], blood loss can be estimated by weighing swabs, measuring the volume of blood in suction bottles and assessing the clinical response to fluid therapy. Estimation is always difficult where large volumes of irrigation fluid have been used.

2.4 Unavailable Measurements

Diagnesia is designed to be integrated with the current systems in order to automatically read the input values. However in normal cases, where there is no need for extra monitoring, the standard set of monitoring variables may be measured and are available. However, a variable may not be read because of a failure in the integration software, disconnection or damage in cables or any other computer and/or connection failures. In such cases, we think it is wise to assume that the variable in question is simply not being measured.

Because of this uncertainty of which variable is available for measurement, the system is designed in such a way that every variable may or may not be available at a certain point in time. When a variable is unavailable for measurement (irrespective of the cause), the DSS drops all arguments related to the variables from the set of arguments to be considered. We simply assume that we know nothing about it. In fact, we do not know if it is normal or out of range. If a diagnosis indicated by such a variable is supported by some probability high enough to qualify it among the probably diagnoses (despite the absence of at least one of its arguments), the DSS will show nothing about the corresponding argument for the unavailable variable.

This method affects the algorithm for the estimation of probabilities since the weights are assigned and thought about with the assumption that we have all the arguments contributing to the probability of the diagnosis. It should also be noted that this might make a certain diagnosis become single argument, which have their own challenges (not discussed in this paper) since they easily give rise to 100% evidence.

2.5 The User Interface

Figure 2 shows a complete snapshot of a sample output screen of Diagnesia. In the top left corner are the icons used to reflect the patient’s state along the three dimensions: the heart, lungs, and eye as mentioned earlier in 2. The further the icon moves to the right the more critical the state of the patient. The previous state of the icon is
shown by a faded version of the icon and an arrow to show the trend. In order to provide more information along with the movement of the icon, the criticality of the situation has been coded with visual effects: the heart “breaks”, the lungs turn black, and the eye either opens (patient is waking up – not in picture) or one of two typical electroencephalogram (EEG) curves for deep anesthesia is superimposed on the closed eye icon. Clicking on any of the icons displays the production rules used to determine the state of the icon group in question.

**Fig. 2. Diagnesia user interface**

In the lower section of the screen, the system displays up to five most likely diagnoses (that might further explain the state of the patient). These diagnoses are initially arranged in order of the difference likelihood – unlikelihood however, when the system re-computes the probabilities and has to replace one or more of the currently displayed five diagnoses, the one with the smallest difference will be replaced first without re-ordering the diagnoses. This prevents movement of the graphs considering that one may be observing a particular graph. In addition, the name of the new entrant to the list is displayed in bold font to reflect the change.
In the top right corner of the screen is highlighted the first likely diagnosis however, the anesthetist may decide to instead observe another diagnosis by selecting its name from the drop-down list above the graph. This could be because the anesthetist chooses to observe the pattern of the likelihood for a certain diagnosis, which may not be displayed among the probable diagnoses. This can be relevant when the anesthetist expects or suspects something to happen because of his/her knowledge about the patient’s health condition, past experience, action taken by the surgeon, or any other factors that may cause the anesthetists suspicion. When this happens, the system does not override the selected diagnosis with any other until the anesthetist decides to (by selecting another one from the list). Further more the category of the selected diagnosis is shown besides the select box. For *Hypervolemia* (in Figure 2), we have *Cardiovascular System*.

Yes, Diagnesia can suggest diagnoses with corresponding probabilities, but *if I really want to find out how it came to such a conclusion?* Anesthetists want to be aware of the situation as clear as possible. It is very important that the information supplied by the DSS does not conflict with the strategies of the anesthetist. It should therefore be possible for the system to display summarized and clear information that explains how it comes to the suggested conclusion. Consequently, we have the arguments for and arguments against that the system has used to approximate the current probabilities of the selected diagnosis. A checked box against the (counter) argument implies that the (counter) argument was found to be true.

*Color-coding:* We group all the diagnoses in four different categories namely cardiovascular, respiratory, anesthesia, and others. Each of these categories is assigned a color-code. That is to say, red for cardiovascular, blue for respiratory, brown for anesthesia, and black (default) for others. The names of the diagnoses against their corresponding graphs are printed in the respective color using this scheme. In Figure 2, we have a lot of red diagnoses thus a possible reason for the broken heart. On addition, there are two more colors that are coded on this interface. Orange is used in the graphs to display the likelihood where as green is for the unlikelihood. This corresponds to the headings *Evidence For* and *Evidence Against*. The colors used were specifically chosen with reasons; red for the color of blood; blue for air (respiratory system); brown being the color of anesthetic bottles; orange for being bright; green is used to show OK (or GO for instance on traffic lights). The use of a shaded orange graph with a green line is to make a clear distinction between the likelihood and unlikelihood.

Lastly we have a status bar that gives extra information to the anesthetist. As mentioned earlier, the probabilities are estimated using data generated from monitoring devices however, some information that could be used to verify a certain diagnosis can only be observed by the anesthetist (see 2.3). We display such information in the status bar at the bottom of the screen. In Figure 2, we advise the anesthetist to check *ECG ST-segment changes* and *Arrhythmia (Irregular ECG)*, which are arguments for Myocardial ischaemia although its probability has been computed based on the values of Forward failure and Backward failure. This interface is a result of consultations with the usability class in the department of Artificial Intelligence, specialists from the University Hospital,
and computer scientists from the department of Mathematics and Computing Science, University of Groningen. With all such aspects put into consideration, the designed system should be very usable and with ease.

3. Discussion And Conclusion

This paper discusses the usability aspects of Diagnesia, a DSS designed to enhance the decision making process of the anesthetists by improving their situation awareness. We discussed a number of aspects that include using probability theory [Miller et al., 1982; Weinstein and Fineberg, 1980] to estimate the likelihood and unlikelihood of disorders in the operating theatre. We present such information to the anesthetist using a graph with a logarithmic scale in order to superimpose the current state of the patient over the historical data. On addition, we present the patients state using icons in order to acquire information about cases that are not familiar to the anesthetist. We also attempt to take into consideration disorders that may be brought about by arguments that we can not measure (perhaps can be observed) as well as those whose values may be unavailable for whatsoever reason.

We have also discusses some challenges still faced with this body of work. Disorders whose arguments can only be observed by the anesthetist are still a challenge. We also need to find a better way of resolving the misinformation brought about by missing or unavailable measurements. Despite the fact that adoption of cognitive models into artificial intelligence systems requires a substantial amount of time [Pauker and Kassirer, 1980], there is more to be done in this body of work with adequate testing in mind.
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Implementing Successful E-health Implementations within Developing Countries

Stella Onuma, Marlien E. Herselman and Van Greunen

The use of Information Communication Technologies (ICT) within healthcare can make significant changes in the daily operations of hospitals particularly within the developing world. A technology assessment of five hospitals based within Nyanza Province in Kenya was conducted to find out how hospitals are embracing the use of ICT. Both primary and secondary data were collected to be used in the study. A qualitative study was used through the application of a multiple case study to investigate five randomly selected hospitals. Structured interviews, open ended questionnaires and observations were used as methods to collect data from the various hospitals. In order to collect relevant data the participants were divided into three categories. Managers (n=3), hospital staff members (n=31) and patients (n=24). Therefore a total of (n=60), participated in the study. The findings revealed that just like in the majority of the developing nations, there are very few computers and e-health solutions that are currently used in the hospitals as a result of various challenges in Kenya. Consequently, this paper analyses the challenges and provide a way forward for developing nations when implementing e-health solutions.

1. Introduction

The developed countries have embraced the use of information communications technologies (ICT) within the hospitals and health clinics. A few examples of the use of ICT include computerisation of medical records, electronic scheduling for appointments, use of the Internet for the purposes of communication and the use of magnetic cards [Tomasi, Facchini and Maia, 2004:867].

In the case of developing countries, Ojo et al. [2007:3] state that the majority of African countries are grappling with major socioeconomic development challenges. Samake and Mbarika [2007] concur by stating that the challenges include wars, diseases and poverty, which affect the provision of medical care for both the rich and the poor.

As much as this is the case, Richardson [2006] argues that healthcare providers and governments have no choice but to meet healthcare demands for future citizens and the application of e-health is therefore fundamental.

Hence to overcome the challenges that Africa is facing, there is a need to improve information and communication exchange in the healthcare industry in order to accelerate knowledge diffusion and increase access to information [Ojo et al., 2007].
Of more concern are the rural areas within the developing countries. The authors in IOM [2001], state that the quality of healthcare is essential to all. The factors that are of significance in the provision of quality healthcare include timeliness, patient centeredness, efficiency, effectiveness, equity and safety. These factors however do not exist in the provision of healthcare in some of the rural communities. According to Chang, Bakken, Brown, Houston, Kreps, Kukafka, Safran and Stavri [2004:449] the rural inhabitants actually receive fewer healthcare services compared to the problems that they have. Hence, they can be referred to as undeserved populations. This is because rural hospitals are faced with many challenges that lead to a negative effect on the quality of service that is provided in the rural communities [Ruxwana, 2007:103]. Information Technology therefore, can dramatically revolutionise the delivery of healthcare thereby making it safer, more efficient and more effective [Thielst, 2007].

According to ABARD [2005:4], the use of ICT can enhance the quality of services in rural areas by providing a better and more cost-effective approach to service delivery. This can be done by implementing various e-health solutions within rural hospitals.

Based on these conclusions on the use of ICT, a technology assessment was conducted in the rural areas of Kenya, particularly in Nyanza Province to find out how the hospitals are using ICT to improve service delivery within the rural hospitals.

Nyanza province is one of the eight provinces in Kenya. The population comprises 2,291,069 females and 2,107,326 males with a total of 4,398,395 as per the 1999 population census [Nyanza Provincial Development Plan, 2007]. Moreover, the Province has a total of 35 hospitals, 20 sub district hospitals, 127 health centres and 240 dispensaries. In terms of human resource, it has 156 doctors and 2271 nurses [Ministry of Health, 2006].

According to the Central Bureau of Statistics, Kenya [2006], 65 per cent of the population in Nyanza province are living below the poverty line. The province also has the highest prevalence of human immunodeficiency virus [HIV] infection in the country. Therefore, there is a need to address the quality of services, increase efficiency and reduce costs in rural areas in order to improve healthcare services.

2. E-health Solutions

E-health can be described as any electronic exchange of health information within the healthcare industry by use of different stakeholders [Kwankam, 2004; Denise, 2003]. There are various e-health solutions that can be used in rural areas to improve the quality, efficiency and to reduce costs within the rural hospitals. Key among them includes electronic health records, hospital information systems, telemedicine and the internet.

2.1 Electronic health records (EHR)

Initially known as computer patient records [Katehakis and Tsinakis, 2006], the concept of electronic health records has revolutionised to what it is today from the 1960’s [Hanson, 2006:105].
EHR can be relied on to act as a back up in cases of emergencies and when patients change locations unlike the case of paper based records given the fact that they are easily accessible [Blair, 2007; Novak, 2005].

Essential functions of EHR include shared health records, support for external information requests, provision of security and message transfer of health records [Edwards, 2007].

The benefits of using EHR include improved quality of healthcare [Miller and West, 2007], reduced medical errors and reduced costs [America Academic of Physicians, 2007], access to medical record information [Gans, Kralewski, Hammons and Dowd, 2005] and time savings [Thakkar and Davis, 2006].

2.2 Hospital Information Systems (HIS)

Clinical managers and health planners rely on information in order to make decisions regarding effective functioning of health facilities, allocate resources and also to make strategic policies [AbourZahr and Boerma, 2005]. Therefore, HIS consist of different softwares that are integrated in order to capture data in specific sections of the hospital [Garrido, Raymond, Jamieson, Liang and Wiesenthal [2004:21-22]], handle the workflow of daily medical services and also assist in managing financial, administrative and clinical data [Yang, Yeh and Wang, 2006:174]. The benefits of using HIS include improved quality, better communication, staff efficiency, reduced transcription costs and increased patient safety and increased revenues [Garrido et al., 2004].

2.3 Telemedicine

Telemedicine can be referred to as the provision of medical services from a distance [Wooton, Craig and Patterson, 2006:1]. This includes diagnosis, treatment and prevention of diseases

The types of telemedicine can be categorised as real-time or pre-recorded telemedicine. Information is sent and received by the participants almost immediately in the case of real time telemedicine while in the case of pre-recorded telemedicine, information is captured and then transmitted later for subsequent reply [Anthony et al., 2005:288-293].

Examples of pre-recorded telemedicine include tele-electrography, tele-obstetrics and tele-radiology [Mea, 2006:43-45]. Examples of real time telemedicine include tele-consultation, tele-pathology and tele-dermatology [Wooton, Craig and Patterson 2006:52-60].

2.4 The Internet

The role of the Internet in healthcare cannot be ignored. The Internet provides a platform where various stakeholders of e-health are able to achieve various goals. Key among the solutions that the Internet provides in healthcare includes:

- Business operations: There are various types of e-business that are conducted by organisations and individuals online within the healthcare industry. These business models include business to business to consumer models [Olatokun and Ajiferuke, 2006], business to business and business to consumer models [European
Commission Enterprise Directorate General, 2004. Some examples of business models within the healthcare industry include virtual doctor visits, online medical suppliers and automated systems [Tan, 2005].

- Research: The Internet has provided a platform for conducting a lot of research in healthcare. This has led to the use of online experiments, randomised trials and surveys [Couper, 2007]. Additionally the numbers of publications on healthcare issues have increased tremendously [Curry, 2007]. Professional medical education: Medical learners can now share a lot of digital information from the various digital libraries on the Internet which have been reviewed by various researchers [Ruiz, Mintzer and Leipzig, 2006:209-210]. Additionally various professionals in medical fields can now access various web pages in order to take continuous medical education [Tan, 2005] hence improving current standards of healthcare by use of the availed technologies on the Internet [Dario et al., 2004].

- Consumer Informatics: Patients are using the Internet to get information, interact with their physicians and order pharmaceutical products online [Podichetty and Biscup, 2003]. Hence the patients are now taking charge of their health status by staying informed with issues regarding to their health [Lorence, 2006].

3. Research Motivation

Currently the selected rural areas are using the traditional ways to access health and those who are currently using ICT do not know the power that exist behind it, in improving healthcare services.

The study seeks to establish the current structures in place in terms of technologies, equipments and communication media available within the rural areas. More importantly it examines challenges that exist which may not favour the implementation of e-health solutions within the developing world.

The contribution of the paper will be to advice on should be done since majority of the hospitals in the developing do not know how to go about implementing e-health solution with the resources available. The main research question was to find out how ICT can be applied in rural hospitals to support E-health solutions in the developing world.

4. Background of the Hospitals

The background of the rural hospitals that were investigated are discussed below:

4.1 Background of the rural hospitals

These section looks at the background of all the selected hospitals. The hospitals include Homabay district hospitals, Nyamira district hospital, Bondo district hospital, Kisumu district hospital and Chulaimbo health centre.

4.1.1 Homabay district hospital

Homabay district hospital is located in Asego division in Homabay district. The hospital was established by the colonial government in Kenya in 1958. According to the district health records (2007/2008), the hospital is a level-IV service delivery hospital and
serves a total of 96,936 outpatients and 10,046 inpatients, a total of 106,982 patients a year. It is the most sought after hospital in the district in terms of use of resources and human resources for effective service delivery. This is confirmed by Homabay district health plan (2007/2008), which states that the utilisation rate of the hospital is 107 per cent. This shows that they serve more patients than the expected figure. In the human resources section, it has around 211 employees. The hospital serves the entire district since it is also a level-III referral hospital and has specialised staff (district health records, 2007/2008).

4.1.2 Nyamira district hospital

Nyamira district hospital is located in Nyamira division at Kebiringo trading centre. Opposite the hospitals are various kiosks and shops, with a busy road in between. Nyamira guest house is located next to the hospital. The hospital was established in 1979 as a government project. According to Nyamira district health records (2006) the hospital serves between 160 and 260 outpatients at the hospital every day with a total of 143,236 a year. The utilisation rate of the hospital, according to Nyamira district health plan (2007/2008), is 225 per cent, which is very high. Major diseases manifested by patients at this hospital are malaria, diseases of the respiratory system and pneumonia.

4.1.3 Bondo district hospital

Bondo district hospital was started by the colonial government as a dispensary and it operated as such until 1970 when the late Jaramogi Oginga Odinga raised funds for the construction of the wards. After the completion of the wards in 1972, the hospital was upgraded to a health centre, finally becoming a district hospital in 1998. Bondo district hospital is located in the Maranda division of Bondo. It serves around 44,837 patients per year and has a utilisation rate of 285 per cent (Bondo district health plan, 2007/2008) with only 94 professional staff members to deal with the workload. The major diseases that affect the patients are malaria, HIV and pulmonary TB (Bondo district health records, 2007).

4.1.4 Kisumu district hospital

The hospital was started in 1942 by the then Ministry of Social Services. The hospital is located in Winam division in Kisumu town along Ang’awa road opposite Kenyatta sports ground in Kisumu. The hospital serves a population of 142,400 patients with an utilisation rate of 164.1 per cent (Kisumu district health plan, 2007/2008) and around 337 staff members. The hospital is a level IV hospital and a third referral level within the district. The complaints that the patients in the hospital suffer from include malaria, HIV, pneumonia and pulmonary tuberculosis (Kisumu district health plan, 2007/2008).

4.1.5 Chulaimbo health centre

Chulaimbo health centre is located along the Kisumu-Busia road. The hospital was started on 20 January 1976 by the government with the idea of facilitating training for healthcare workers in proper rural health service delivery. The facility serves a
population of 75,678 people (projected from 1999 census). It is a first level referral health facility. The government of Kenya health facilities refer patients to Chulaimbo from Maseno division are Siriba dispensary and Chulaimbo including Ekwanda and Ipari health centres in Vihiga district and Nyahera Kisumu. Chulaimbo has become a hub for outpatients; attendance has risen from 32,952 patients (2004) to 46,464 in the year 2005 (Chulaimbo PRHTC work plan (2006/2007)). The utilisation rate is 684.5 per cent (Kisumu district health plan, 2007/2008).

5. **Methodology**

In this section, the study design, data collection instruments and participants have been discussed.

5.1 **Study design**

A qualitative study was used. This was done through a multiple case study approach. Through random sampling, five rural hospitals were identified to be used in this multiple case study. These hospitals include Bondo district hospital, Nyamira district hospital, Kisumu district hospital, Homabay district hospital and Chulaimabo health centre.

5.2 **Data collection instruments**

The data collection instruments used included observations, interviews and questionnaires.

5.3 **Observations**

This involves watching a particular phenomenon within a certain period in order to understand a particular outcome. Lategan and Lues [2006:21], state that observation refers to the physical act of keeping certain variables and making notes of what was observed. Therefore the participants were observed in this research including the technologies of ICT that is available in each of the selected hospitals.

5.3.1 **Interviews (Semi structured)**

Semi structured interviews were used to collect data from the selected hospitals. The interviews were used mainly to access collect data from the participants concerning the existing technologies in place. These interviewees therefore included various e-health stakeholders. These included management, doctors, nurses and patients at selected hospitals in Nyanza province in Kenya.

Additionally to confirm the reliability and validity of the collected information, all interviews were captured using a tape recorder and later transcribed to Microsoft Excel application for further analysis.

5.3.2 **Questionnaires**

The questionnaires focused on the background or history of ICT within the rural hospitals, the access level of ICT and the current condition of the ICT infrastructure in place that support e-health solutions in the various hospitals.
Open ended questionnaires were. The questionnaires were categorized into three. The first questionnaire was for managers, another set was for the staff and finally the last category of questionnaires was particularly for patients in order to collect relevant data and to back up the in.

The English language was used to conduct the interviews and also on the questionnaires as Nyanza province uses different languages.

5.4 Participants

Purposive sampling was used to select the managers, doctors, nurses and patients as a sample that is truly representative of the users of the total population, who use the hospitals. The participants were categorized into three namely managers, staff members and patients. The managers that were selected were the medical superintendents who are in charge of the hospital operations. The hospital staffs included doctors, nurses and clinical officers. A total of 12 participants took part from each hospital. An overall of 60 participants therefore took part in this study as shown in table 1, below.

Table 1: Expected participants in the study in the selected hospitals and data collection techniques that were used.

<table>
<thead>
<tr>
<th></th>
<th>Observations</th>
<th>Still Photos</th>
<th>Tape Recording</th>
<th>Interviews</th>
<th>Questionnaires</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bondo Hospital</td>
<td>1 Manager</td>
<td>1 Manager</td>
<td>1 Manager</td>
<td>1 Manager</td>
<td>1 Manager</td>
</tr>
<tr>
<td></td>
<td>6 Staff</td>
<td>6 Staff</td>
<td>6 Staff</td>
<td>6 Staff</td>
<td>6 Staff</td>
</tr>
<tr>
<td></td>
<td>5 Patients</td>
<td>5 Patients</td>
<td>5 Patients</td>
<td>5 Patients</td>
<td>5 Patients</td>
</tr>
<tr>
<td>Kisii Hospital</td>
<td>1 Manager</td>
<td>1 Manager</td>
<td>1 Manager</td>
<td>1 Manager</td>
<td>1 Manager</td>
</tr>
<tr>
<td></td>
<td>6 Staff</td>
<td>6 Staff</td>
<td>6 Staff</td>
<td>6 Staff</td>
<td>6 Staff</td>
</tr>
<tr>
<td></td>
<td>5 Patients</td>
<td>5 Patients</td>
<td>5 Patients</td>
<td>5 Patients</td>
<td>5 Patients</td>
</tr>
<tr>
<td>Maseno Hospital</td>
<td>1 Manager</td>
<td>1 Manager</td>
<td>1 Manager</td>
<td>1 Manager</td>
<td>1 Manager</td>
</tr>
<tr>
<td></td>
<td>6 Staff</td>
<td>6 Staff</td>
<td>6 Staff</td>
<td>6 Staff</td>
<td>6 Staff</td>
</tr>
<tr>
<td></td>
<td>5 Patients</td>
<td>5 Patients</td>
<td>5 Patients</td>
<td>5 Patients</td>
<td>5 Patients</td>
</tr>
<tr>
<td>Kisumu Hospital</td>
<td>1 Manager</td>
<td>1 Manager</td>
<td>1 Manager</td>
<td>1 Manager</td>
<td>1 Manager</td>
</tr>
<tr>
<td></td>
<td>6 Staff</td>
<td>6 Staff</td>
<td>6 Staff</td>
<td>6 Staff</td>
<td>6 Staff</td>
</tr>
<tr>
<td></td>
<td>5 Patients</td>
<td>5 Patients</td>
<td>5 Patients</td>
<td>5 Patients</td>
<td>5 Patients</td>
</tr>
<tr>
<td>Homabay Hospital</td>
<td>1 Manager</td>
<td>1 Manager</td>
<td>1 Manager</td>
<td>1 Manager</td>
<td>1 Manager</td>
</tr>
<tr>
<td></td>
<td>6 Staff</td>
<td>6 Staff</td>
<td>6 Staff</td>
<td>6 Staff</td>
<td>6 Staff</td>
</tr>
<tr>
<td></td>
<td>5 Patients</td>
<td>5 Patients</td>
<td>5 Patients</td>
<td>5 Patients</td>
<td>5 Patients</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>60 participants from 5 different hospitals</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6. Results

From the findings this section has been categorised into three parts. In the first part, we look into the existing technologies within the hospitals, the perception of the participants in regard to benefits of using ICT’s is discussed in the second part and finally barriers to e-health implementations are discussed in the last section.
6.1 Available ICT technologies within the hospitals

The first sub question sought to investigate the current technologies in place which could be used to support e-health. The methods that were used to answer this question are:
   a. Questionnaires
   b. Interviews

A questionnaire was posed to managers, patients and staff members of the rural hospitals. Majority of the patients seemed not to be aware of any ICT technologies in place. However, the managers through the questionnaires were quick to point out the technologies in placed and the managers contributions were backed up by the staff members through the interviews which were conducted.

Table 2: ICT infrastructure and e-health technologies in place within the hospitals

<table>
<thead>
<tr>
<th>Participants</th>
<th>ICT infrastructures and e-health solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Respondent 1 (Homabay district hospital)</td>
<td>Has got ten computers, one photocopier and one printer. In addition it has an internet connection and telephone services are also available.</td>
</tr>
<tr>
<td>Respondent 2 (Bondo district Hospital)</td>
<td>Only administrators have got access to mobile phones. The other staff members do not have access to telephones. There is one computer and a printer at the records office. No internet connectivity is available.</td>
</tr>
<tr>
<td>Respondent 3 (Nyamira district hospital)</td>
<td>Has got six computers for use, two printers and a network that connects two computers. Additionally it has information systems operating in the billing department, at the pharmacy and at the chest office.</td>
</tr>
<tr>
<td>Respondent 4 (Chulaimbo health centre)</td>
<td>Only administrators have access to telephones. The rest of the staff members use their personal mobile phones for communication. In addition the hospital has got a computer and a printer for administrative work.</td>
</tr>
<tr>
<td>Respondent 5 (Kisumu district hospital)</td>
<td>Telephone services are available in addition to two computers, a fax machine, and a printer.</td>
</tr>
</tbody>
</table>
In summary, the few technologies in place among the hospitals included, computers, telephones, a network and an internet connection. In addition information systems are used within two hospitals. Homabay district hospitals have information systems at the pharmacy and at the billing department while the Nyamira hospital has information systems at the radiology office, in the pharmacy and at the billing department.

### 6.2 Benefits of using ICT technologies as depicted by the participants

Through the interviews conducted, the 60 participants were able to point out their understanding of how they would benefit if ICT technologies were to be implemented. The participants managed to point out the following benefits as shown in figure 1:

**Figure 1: Participants perception on benefits of using e-health solutions**

![Benefits of using e-health solutions](image)

From the diagram above the participants identified the following benefits:
- Increased efficiency
- Access to patient's information
- Reduced workload
- Proper health records
- Available monitoring systems
- Quick communication between staff
- Sharing of knowledge

Additionally, the various staff members and the management totalling to 36, pointed out that the use of ICT within the hospitals would improve the quality of services in the hospital in addition to reducing costs.

### 6.3 Existing barriers to E-health implementation

Through the questionnaires, we sought to find out why e-health benefits could not be realised within the hospitals. The managers and staffs (36) were given nine options from
which they would identify what they consider as barriers to e-health implementation within their respective hospitals. The options included the following.

Option 1: Lack of computer equipment
Option 2: Lack of computer skills
Option 3: Lack of Internet connection
Option 4: Out-dated and unreliable equipment
Option 5: Lack of broadband connection
Option 6: Working style not suited to the use of computers
Option 7: Cost of computer equipment and Internet connection
Option 8: Fear of computers
Option 9: Lack of information

Figure 2 below shows the findings:

**Figure 2: Participants perception on barriers that affect the use of ICT within the rural areas**

As shown in figure two the barriers that the participants mainly selected included lack of computer equipment, lack of computer skills, cost of computer equipment and internet connection, lack of internet connection, lack of information and fear of computers respectively.

### 6.4 Findings from observations

Observations that were carried out ascertained that a lot of the processes within the hospitals are still done manually.

Patients have to buy their own files and prescription books. The files are then kept
at the records office after they are attended to. However when making the next visit, patients make a long queues as they wait to pick their files before they can be attended to. In some hospitals however, patients go home with their health records that are stored in form of books. In the process some of the patients loose the books.

It was also observed that some patients cannot be attended to since the procedures demand that they must come with books hence they are first sent to go and buy a patient’s book where the patient’s prescription will be recorded in addition to a file, despite insisting that they have no money.

Additionally, the matrons were manually drawing the worksheet that contains the duty schedule for the nurses. In addition outdated schedules are pinned on the wall in the wards. The pharmacy is using an information system to monitor the use of drugs.

In some hospitals patients have specific days on which they come to the hospital. For example, the hospital has days when referred patients come to the hospital or clinic days for mothers to bring the children to the hospital. This is done in order to share the resources available (i.e. the records office has few employees and so can only work with few patients at a time, the doctors are also few).

It was also confirmed that the only hospitals that use information systems in the pharmacy and at the billing points are the Nyamira and Homabay district hospitals. Apart from these, other operations are still conducted manually just like the other hospitals.

7. Discussions

From the findings, a lot of the functions within the hospital are manually done since there are very few ICT’s in place, therefore a lot remains to be done. Additionally the use of ICT technologies in place currently are characterised by the following as a result of existing challenges:

i. **Unavailability** - Currently these hospitals do not have enough technologies in place. Bondo district hospital and Chulaimbo hospital do not have telephone landlines in place as majority of staff use personal mobile phones. Each of these hospitals has only one computer. Only Homabay hospital has an internet connection in the matron’s office. This is due to the availability of limited funds to put these technologies in place.

ii. **Unreliability** - Additionally the telephones in place experience very frequent break downs forcing members of staff to move from point to point in order to communicate leading too a lot of time wastages. This situation was most prevalent at Kisumu district hospital. Additionally, the internet service at Homabay district hospital was not functioning at the time of conducting the research. ICT’s need to be put in place in such a way that it is reliable, to avoid making unnecessary errors and to promote efficiency.

iii. **Inaccessibility** - Moreover majority of the staff members do not have access to the ICT technologies in place. Especially accessibility to the internet connectivity and accessibility to the available computers. This is due to the inadequacy in the number of the facilities in place.
iv. **Lack of skills** – Majority of the staff members are not trained or equipped with basic computer operations skills. Therefore they may not be able to embrace the use of ICT technologies.

Unless these challenges are addressed, the hospitals will continue to implement e-health solutions that are not accessible, unavailable, unsustainable and unreliable as is the case currently from the research findings in Nyanza province, Kenya.

Moreover, these research findings support a similar research done in Eastern Cape Province, South Africa by Ruxwana (2007) and the findings show that they face similar challenges.

This calls for a way to deal with these challenges which have crippled implementations of ICT solutions within the developing nations.

**Recommendations**

From the findings, it is depicted that the developed countries are grappling with quite a number of challenges that are acting as barriers to the implementation of e-health solutions. Some of the major barriers include lack of computer infrastructure and lack of skills. Hence, it is imperative that e-health solutions are applied over a period of time to allow for a smooth integration and transition considering the fact that not all the challenges can be addressed at once by the developing nations but may be implemented in stages. By doing these, the governments within the developed nations will be able to plan and even measure the output even as the implementation process proceeds in the various stages. The proposed stages are as outlined in the following subsections.

- **Phase one (Initial stage)**

  This stage requires various stakeholders in e-health to work together towards the implementation of e-health.

  During this phase the governments and hospital administrators should be in the process of purchasing various ICT equipments, needed within the hospitals. This should include computers and its accessories and networking equipments. More importantly all the hospitals should have telephones to improve quality of service within the hospitals.

  In addition to purchasing the ICT equipments, software development should begin at this stage. The government may work with various researchers to develop templates of open source softwares for use within the dispensaries, health centres, sub-district hospitals and the district hospitals, provincial hospitals and the national hospitals. This will acts as a cheaper option compared to purchasing of on shelf software which requires licensing for a particular number of machines thereby limiting its use within the rural hospitals.

  Moreover, the various staff members (doctors and nurses) should be trained during these phase in order to support e-health implementations.
• **Phase two (Deployment stage)**

Local area networks and wide area networks should be set up at this stage to facilitate the communication between various hospitals. In addition the various software templates for the health information systems that were developed should be customised to be used at the different hospitals. Telemedicine equipment should also be purchased at this stage. In addition, policies governing the use of e-health solutions should be set up. If possible there should be cross-sector linkages between various government ministries to support the implementation of e-health.

• **Phase three (Implementation stage)**

Since the hospitals shall have had ICT structures in place the use of health information systems, telemedicine and the Internet can then be implemented in each hospital to improve the quality of services provided to the patients.

• **Phase four (Evaluation stage)**

The use of various e-health solutions in place should be reviewed at this stage in order to determine the way forward for the hospitals. In accordance to the findings, changes should be made where possible. A way forward should also be proposed after analysis of the findings.

**Note**

The initial, deployment and implementation stage can overlap according to the time frame given based on the availability of resources at hand available within the various countries.

**8. Conclusions**

ICT’s can improve the quality of services in rural hospitals, reduce costs and improve the efficiency. However, there are a few technologies that exist within the rural areas, these technologies are not sufficient for the implementation of e-health solutions. For e-health solutions to be implemented successfully, the key is to first deal with the barriers or challenges that exist within the developing nations.

Only when the challenges have been resolved, will the rural areas be able to enjoy the enormous benefits that e-health solutions provide. Therefore the challenges should be addressed in a step by step process in accordance to availability of resources at hand within the given periods in order to implement the use of e-health solutions within developed nations.

**9. References**


Available at: http://www.health.go.ke/Healthfacilities/Health%20facilities%20by%20District.xls
[Accessed on: 12/12/07]

Available at: www.ifebp.org
[Accessed: 05/06/2007].


Available at: http://www.sim.hcuge.ch/helina/6.pdf
[Accessed on: March 15th 2007].


[Accessed: [05/03/2007].


[Accessed: 05/06/2007]


8

The Evaluation of Information Visualisation Techniques Using Eye Tracking

André P. Calitz, Marco C. Pretorius, Darelle Van Greunen

The general increase in the use of information visualisation techniques has highlighted the need for methodologies to evaluate the user interface of software system utilising these techniques. Usability evaluation techniques have evolved over several years in order to assess the user interface of systems with regard to efficiency, interaction flexibility, interaction robustness and quality of use. The evaluation of the user's thought processes when using software systems is difficult to access with traditional usability techniques. Eye movement data can supplement the data obtained through usability testing by providing more specific information about the strategies that users apply. In this paper, the authors investigate how eye tracking data can supplement the usability evaluation data of information visualisation techniques, by applying eye tracking in a usability evaluation case study of an information visualisation tool. The results of a pilot study have previously been reported and these results are compared specifically to the main case study. The results of the main case study are reported in this article and illustrate that eye tracking does provide additional value to the usability evaluation of information visualisation techniques.

1. Introduction

The aim of information visualisation techniques is to present data using methods that accurately communicate information, and needs minimal effort for comprehension and interpretation [Lee et al. 2003]. The availability and ability of information visualisation tools to generate data, in order for users to make informed decisions, has increased. However, the ability to access and analyse information to make informed decisions is on the decline [Spotfire 2001]. There is a growing need for usable solutions to facilitate and support the visualisation of data and the associated decision-making process. It is very important that these tools be evaluated to determine that these solutions are indeed usable.

Usability testing is the process of obtaining information from users about a software product's usability by observing them using the product [Benel and Ottens 1991]. Testing usability means making sure that users can use a software product quickly and easily to accomplish required tasks. The role of the user's visual attention can provide additional information on usability testing, but is difficult to assess with traditional usability methods such as click analysis, questionnaires or asking users what was important and what they focused on. Eye tracking has become a capable tool to answer research questions relating to where the user's visual attention is on the screen.
Research has shown that the user’s eyes do not wander randomly and that people look at specific areas of interest on the screen [Sibert and Jacob 2000]. Information can be obtained where the user’s attention is at any point in time and provide an indication to how the user perceived the information viewed. In usability engineering, eye tracking assists software designers to evaluate the usability of screen layouts. The assessment of the user’s visual attention cannot be measured by means of think-aloud protocols or questionnaires, utilised by traditional usability studies. Incorporating eye tracking with software usability evaluation can provide additional knowledge that is not obtained from traditional usability testing methods [Karn et al. 1999].

Information visualisation tools allow for the exploration of large amounts of data and information in order to gain a better understanding and to discover hidden relationships and patterns within data. Traditional usability evaluation techniques have been used for the evaluation of information visualisation tools. This paper investigates whether the addition of eye tracking in formal usability evaluations will provide additional insights that are not available using standard usability methods. The results of a previous pilot study have been reported at the SAICSIT conference [Pretorius et al. 2005]. This study will report the results from the main case study.

2. Information Visualisation Techniques

Information visualisation (IV) is defined as “the use of computer-supported interactive, visual representations of data to amplify cognition, where cognition is the acquisition or use of knowledge” [Card et al. 1999]. IV enables users to discover, make decisions and provide explanations about patterns, groups of items, or individual items. The purpose of IV is therefore to gain insight and understanding. IV links the human mind and the modern computer, two very powerful information processing systems [Gershon and Eick 1997]. It is a process that transforms data, information and knowledge into a visual form by utilising people’s natural strengths for rapid visual pattern recognition.

Text-based interfaces require cognitive effort to understand their information content. IV seeks to present information visually, in essence to offload cognitive work to the human visual perception system [Andrews 2002]. Interpreting network data sets for example Internet traffic patterns, network throughput, usage patterns and application delay, is made much easier by visual representations of this complex data.

A variety of IV techniques exist [Card et al. 1999]. The usability of these IV techniques is however largely untested. Usability studies on IV techniques have been researched in the past [Freitas et al. 2002; Stasko et al. 2000]. This study proposes that eye tracking will add in the usability of these IV techniques. Investigating users’ strategies in using IV techniques can give us an understanding of their perception of these IV techniques. Plaisant [2004] states that IV is making steady gains and that new evaluation procedures should be explored. This study is a step towards new evaluation methods for IV techniques.
3. Usability and Eye Tracking

According to Jacob Nielsen [Nielsen 1993] usability is a quality attribute that assesses how easy user interfaces are to use. ISO 9241 defines usability as the effectiveness, efficiency and satisfaction with which specified users achieve specified goals in particular environments [9241-11 1998].

Usability testing involves measuring the performance of users on tasks with regard to the ease of use, the task completion time, and the user's perception of the experience of the software application [Preece et al. 2002]. Usability testing can be conducted within a usability laboratory or by means of field observations. The usability evaluation for this research was conducted by means of a formal usability evaluation in the Nelson Mandela Metropolitan University (NMMU) usability laboratory. Formal usability testing is an empirical method that requires the design of a formal usability experiment that is carried out under controlled conditions in a usability laboratory.

Most traditional evaluation methods fail to provide useful results on usability evaluation of interfaces for IV [Freitas et al. 2002]. Therefore, usability techniques that will provide useful results on the usability evaluation of IV techniques need to be explored. Eye tracking is proposed as an additional usability method with traditional usability evaluations that will provide meaningful and useful results.

The integration of eye tracking with software usability evaluation can provide insights into Human-Computer Interaction that are not available from traditional usability testing methods [Karn et al. 1999]. Eye tracking contributes to design knowledge and evaluation by providing detailed capture of user interaction behaviour [Tzanidou et al. 2005]. Eye tracking can be defined as a technique to determine eye movement and eye-fixation patterns of a person [Namahn 2001]. The human eye moves by alternating between saccades and fixations. A saccade is the quick movement of the eye in order to move focus from one area to the next. A fixation is the time spent looking at the new area on the screen. An eye tracker follows the eye around during its saccades and tracks the location of the fixation points. Eye tracking studies have been used in diagnosing the effectiveness of designs with point of interest detection (fixation) and information transmission via eye movement (scan path) as two main indicators [Yoneki 2006].

Software designers can gain useful information about natural human movements, by tracking eye movements [Newman 2001]. Eye tracking is based on the fact that a record of a person’s eye movements, while doing a task, provides information about the nature, sequence and timing of the cognitive operations that took place [Rudmann et al. 2003]. Eye tracking data can expose response biases of participants resulting from an artificial testing environment. This would be undetected in traditional usability testing techniques and therefore eye tracking data results in a higher validity of usability data [Schiessl et al. 2003].

Traditional usability methods provide data on a descriptive level only, while the additional application of eye tracking offers insight in the origins of a problem [Schiessl et al. 2003]. Perception and comprehension are just some of the stages where problems can occur. Eye tracking allows detailed analysis of these stages.
Goldberg et al. [2002] states that variables that are derived from eye tracking methods can provide insight into users’ decision making while searching and navigating interfaces. Scan paths, the time spent looking at various areas of interest on the screen and the use of visual attention are some of the benefits that eye tracking can add to the usability testing of software and specifically IV techniques.

4. Case Study: Appvis 1.0

A case study approach was followed which involved the design of a usability experiment with eye tracking in order to evaluate the usability of an IV tool. The IV tool selected for the case study was AppVis 1.0, a prototype system developed by a Masters student in 2004 [Rademan 2004]. A pilot study preceded the case study. Preliminary results showed that eye tracking data combined with usability evaluation data did add value to the evaluation of Network Management Tools [Pretorius et al. 2005]. The case study results will be discussed next.

4.1 AppVis 1.0 and the IV Techniques used

AppVis 1.0 is an IV tool that allows network managers at the Nelson Mandela Metropolitan University (NMMU) analyse and explore application performance on the NMMU networks. Application performance management entails the comprehension of how a network application performs from a user perspective [Rademan 2004]. NMMU has an extensive network infrastructure that supports several application services. This prototype system, AppVis 1.0, uses novel IV techniques to visualise the application delay performance of the Integrated Tertiary Software (ITS) application implemented at NMMU. AppVis 1.0 contains various different types of IV techniques discussed in the next subsection. These IV techniques will be evaluated in this study.

4.1.1 Network Overview

The star metaphor is the IV technique used to display a network overview of application total delay. The visualisation technique plots both the mean and maximum application total delay for each Virtual Local Area Network (VLAN), across an associated axis emanating from the origin of the graph for user specified periods. Application delay metrics that are plotted further from the origin indicate higher delay measures for a VLAN while those plotted close to the origin indicate low delay measures for a VLAN. Threshold bands are incorporated into the visualisation technique as concentric rings that categorise the delay measures plotted for each VLAN on the graph.
4.1.2 Subnet View

The landscape metaphor is the IV technique used to display the subnet view of application delay for an individual VLAN. The visualisation technique indicates periods of peak application delay across a monthly period by making use of colour-coded surface levels on the graph. The application delay is displayed in milliseconds (ms) for each hour of every day for a selected month. The X-axis represents the hours of a day, the Y-axis represents the delay in ms and the Z-axis represents the day within the month.
4.1.3 Radar Trend Analysis

The radar graph is the IV technique used to display application delay trends across time. This graph displays application server, network and total delay of a VLAN one above the other across a series of axes in a clockwise fashion at higher levels of aggregation based on time. Application delay can be displayed across the days of a selected month or across the months of a selected year.

Figure 3: Radar Trend Analysis (radar graph)

4.2 User Profile

AppVis 1.0 is classified as a Network Management tool and for use by network managers at NMMU. The main criterion for the users of this product was to have a sound knowledge in the domain of network performance management and to have previous knowledge of IV techniques. A background questionnaire was used to screen the participants for this evaluation. The background questionnaire was sent to all Network Managers employed at the NMMU. This questionnaire reflected the possible participant’s NM tool experience, computer experience, IV technique experience, age and gender. Questions regarding the participants’ eye sight were also asked in the questionnaire. Eight participants (all the network managers at NMMU) were tested in this study. Three of the participants wore glasses or contact lenses and it did not affect the accuracy of the eye movement data. Their right eye was calibrated for the eye tracking purposes. The participant profile is included in Table 1. One participant was colour-blind. Seven participants had previous experience with IV techniques.
Table 1: Profile of the participant population

<table>
<thead>
<tr>
<th>Gender</th>
<th>Age</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>Male 20-29</td>
<td>Male 35-49</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>Female 20-29</td>
<td>Female 35-49</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Years Experience</td>
<td>Total</td>
<td>&lt;1 1-3 4+</td>
<td>1-3 4+</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>5</td>
</tr>
</tbody>
</table>

4.3 Evaluation Metrics

4.3.1 Usability Metrics

Several usability techniques and metrics [Andrews 2002; Dumash and Redish 1999; Faulkner 2000; Rosson and Carol 2002; Rubin 2002] and eye tracking techniques and metrics [Benel and Ottens 1991; Cowen et al. 2001; Gao 2001; Goldberg and Kotval 1999; Goldberg et al. 2002; Renshaw et al. 2003; Xu 2000] were investigated for this study. The usability and eye tracking metrics identified to use in the case study is depicted in Table 2.

The task list for this case study was designed in such a way as to allow these metrics to be captured. Data was collected and calculated by means of: video recordings; eye tracking video and data files; post-test questionnaires; and monitoring of tasks. The post-test questionnaire used a five-point Lickert scale and was used to gather feedback on the participants’ perception of the user interface and system. The questionnaire was a combination based on the Computer System Usability Questionnaire and metrics obtained by Freitas et al. [2002] in the usability of IV techniques. The questionnaire results are not discussed in this paper.

4.3.2 Test Procedure

The participants were welcomed and briefed about the experiment, which was followed by an explanation of the equipment to be used. It was explained that only the eye, voice and stimulus display would be recorded. The participant was required to complete an informed consent form. Participants were encouraged to share their thoughts and opinions of a task after it was completed. A training task was given to the participants where they were briefed about the system goals and objectives as participants were not familiar with AppVis 1.0.

After the training tasks, the participants were given time to become comfortable in front of the PC before the eye tracking calibration commenced. A 9-point calibration with corner correction was used at all times. The participants were asked to keep their head as still as possible during the experiment as to minimise inaccuracy caused by head movements. Participants were offered the opportunity to stand up and relax half-way through the experiment. After every three or four tasks, depending on the task length, the accuracy of the eye movements was checked. If the accuracy would appear to be incorrect, the participant’s eye would be recalibrated. Data recording commenced with the test administrator reading the task, and ended with the participant either answering or completing the task. The duration of the experiment was between 40 minutes and
one hour. Following the tasks, a post-test questionnaire was administered. Finally an experiment debriefing was conducted.

Table 2: Usability and eye tracking metrics

<table>
<thead>
<tr>
<th>Usability metrics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task completion rate</td>
<td>The percentage of tasks each participant completed successfully in the task list, including the percentage of tasks completed per participant and per task.</td>
</tr>
<tr>
<td>Number/percentage of tasks completed with and without assistance</td>
<td>Number or percentage of participants who completed a task without assistance and also those who completed with assistance.</td>
</tr>
<tr>
<td>Error rate recovery</td>
<td>Monitoring the number of errors made by the participant, as well as the total errors from which the user could not recover.</td>
</tr>
<tr>
<td>Task completion time</td>
<td>Measuring the total time participants spent performing the assigned tasks.</td>
</tr>
<tr>
<td>Real-time events</td>
<td>Monitoring and filtering events such as the click of a mouse, the push of a key or the participant making a comment.</td>
</tr>
<tr>
<td>Post-test questionnaire</td>
<td>A five-point Lickert scale was used to collect participant responses relating to the overall perception of the system.</td>
</tr>
<tr>
<td>Interview</td>
<td>Likes, dislikes and issues encountered.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Eye Tracking Measures</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of fixations</td>
<td>The number of fixations is negatively correlated with search efficiency. Large numbers of fixations point to less efficient search perhaps resulting from poor display element arrangements.</td>
</tr>
<tr>
<td>Fixation duration</td>
<td>Relatively long fixation duration is an indication of the complexity and difficulty of a display.</td>
</tr>
<tr>
<td>Number of fixations on each AOI</td>
<td>This metric was an indication of the importance of a system element. For example, instructions being read or not. (Area of Interest (AOI)).</td>
</tr>
<tr>
<td>Number of gazes on each AOI</td>
<td>The eyes are drawn to informative areas. This metric also reflects the importance of a system element.</td>
</tr>
<tr>
<td>Scan path</td>
<td>The strategy that a participant used to complete a task was obtained from this metric. This gives an indication of the efficiency of the arrangement of elements in the user interface.</td>
</tr>
<tr>
<td>Time to the 1st fixation on the target AOI</td>
<td>This metric is useful for tasks where a precise search target exist.</td>
</tr>
</tbody>
</table>
5. Results

The following section discusses the task(s) for each IV technique used in the AppVis 1.0 together with the traditional usability results obtained and the eye tracking results obtained. Each section contains a conclusion of the results found for the specific IV technique.

5.1 Network Overview

5.1.1 Network Overview: Task 1

Participants were required to determine which VLAN had the highest maximum total delay, using the Network Overview (star metaphor) IV graph. This information could be extracted from the graph or from the textual view.

Usability Results: This task had a 100% completion rate and all participants gave the correct answers. This task had a mean completion time of 13 s (StdDev 2.62s), with a maximum time of 17s and a minimum of 10s.

Eye Tracking Results: The eye tracking data showed that all the participants used the graph to obtain their answer with the number of fixations, fixation percentage and gaze percentage favouring the graphical AOI. The graphical AOI had a mean gaze percentage of 72.60% (StdDev 13.23%). Figure 4 shows the heat map of all the participant fixations. The “hotter” areas, green and red in this example, indicate the areas mostly viewed. In this case the correct answer is mostly viewed. A large concentration of the fixations is also on the legend, indicating the participants’ strategies. Participants first looked at the colour of the delay on the legend, before identifying it on the graph.

5.1.2 Network Overview: Conclusions

All the participants obtained the correct answers from the graph, in short enough time, fixating in the correct areas. This all indicated that the graph was easy to use and provided the relevant data and information to network managers.

Figure 4: Heat map for Network Overview Task 1
5.2 Subnet View

5.2.1 Subnet View: Task 1

Participants were required to filter the subnet view to display only the server delay occurring across the specific VLAN. Once the Subnet View (landscape metaphor) graph was filtered the participants needed to determine the highest server delay.

Usability Results: The mean completion rate for this task was 100 % with all participants filtering the graph correctly. A mean time of 10.14 s was needed to filter the graph. However, the mean task completion time was 39.86 s (StdDev 11.75 s) with the participants taking particularly long to answer the question. It is important to note that not one participant gave the correct answer. One participant made a comment that it is difficult to read from the graph. Only one participant tried to rotate the graph, but had difficulty doing so. The participant expected to rotate by dragging the graph and did not know that the rotate option must be selected from the toolbar first.

Figure 5: Fixation path for Subnet View Task 1

Figure 6: Another fixation path for Subnet View Task 1
Eye Tracking Results: The mean time to the first fixation on the filtering AOI, where the graph was filtered, was only 3.15 s (StdDev 0.85 s), showing that participants expected to filter the graph here. A mean of 34.33 fixations (StdDev 7.17) were recorded after the graph was filtered, indicating the difficulty participants had in finding the answer. The graphical AOI had the most fixation and gaze time with seven participants using the graph to obtain the answer. This indicates that the participants struggled to obtain the answer from the graph. Figure 5 and 6 shows the fixation paths of various participants. It can clearly be seen that the participants looked at the peak of the graph and tried to match it up with the corresponding label on the Y-axis. The correct answer was between 12 and 14 ms. It can be seen from Figure 5 and 6, that not one fixation was made on the correct area between 12 and 14 ms. The participants fixated mainly in the area between 6 and 10 ms. Figure 7 shows the focus map of all participant fixations for this task, with highlighted areas indicating dense distributions of the fixations. The Y-axis to the left is “highlighted” between 6 and 10 ms, with almost no light between 12 and 14 ms. The eye tracking results indicated that this graph was difficult to interpret.

Figure 7: Focus map for Subnet View Task 1

5.2.2 Subnet View: Task 2

Similar to the previous task, this task required the participants to filter the subnet view to display only the network delay occurring across the specific VLAN. Once the graph was filtered the participants needed to determine the highest network delay.

Usability Results: The mean completion rate for this task was 100% with all participants filtering the graph correctly. A mean time of seven seconds was needed to filter the graph, a 3.14 s improvement on the previous task. The mean task completion was also improved by 10.43 s. Once again, the participants took a long time to answer the question. This time, three participants answered the question correctly. A participant also commented on the difficulty of reading the graph. One participant clicked on the textual view, but gave the incorrect answer as the textual view did not sort correctly.
**Eye Tracking Results:** Once again, participants fixated on the filtering AOI relatively fast, in order to filter the graph. Less fixations (26.17) were needed to give the answer after the graph was filtered. Participants found their answers quicker than in the previous task. However, this time only two of the participants used the graph, while the other used the textual AOI. The graphical AOI still had the most fixation and gaze time, but this time the participants who used the textual AOI, first used the graph and then proceeded to the textual AOI. This indicates that the participants struggled with the graphical AOI and proceeded to the textual AOI, where they found their answers. Figure 8 illustrates the fixation path of a participant who used the graph to obtain the answer. Again, it can clearly be seen that the participant fixated in the incorrect areas (between 600 and 900 ms), with no fixations on the correct areas (between 900 and 1000 ms).

**Figure 8: Fixation path for Subnet View Task 2**

5.2.3 **Subnet View: Conclusions**

The usability results of Task 1 indicated that participants struggled to read information from the Subnet View, but the eye tracking results showed that participants did not understand the 3-Dimensional graph, because they fixated on the wrong areas of the graph, resulting in providing incorrect answers. The eye tracking results of Task 2 established the results by showing that several participants attempted to read information from the graph, but because they struggled, proceeded to search in the textual AOI to obtain their answers. The use of a 3-Dimensional graph is questioned by the authors and the data could possibly be displayed more effectively using 2-Dimensional graphs.

5.3 **Radar Trend Analysis**

5.3.1 **Radar Trend Analysis: Task 1**

This task was completed successfully by filtering the radar trend analysis to display the maximum network, server and total delay for 2004. The participants were then asked to identify the maximum total and network delays.

**Usability Results:** This task had a 100 % task completion rate, meaning all participants filtered the graph correctly. Seven participants identified the maximum total delay
correctly, but only five identified the maximum network delay correctly. The mean time for the total delay answer was 6.86 s (StdDev 3.29 s), while the mean time for the network delay answer 14.57 s (StdDev 7.85 s).

**Eye Tracking Results:** The eye tracking data showed positive results for the filtering task with a mean time of only 2.35 s (StdDev 1.64 s) till the first fixation on the filtering AOI. This shows that participants expected to find the information there.

The first answer was also obtained relatively easily, with a mean of 7.86 fixations (StdDev 3.72) before the answer was given. The mean average fixation duration of 0.312 (StdDev 0.030) indicated that participants did not find it difficult to extract the information from the graph. The eye movement data showed that only one participant used the textual AOI to find the answer.

The second answer proved to be more difficult. The usability results already showed that fewer participants answered correctly. The answer was much more difficult to obtain with a mean number of 18 fixations (StdDev 3.42) before the answer was given. This indicates a less efficient search for this answer. Two participants used the textual AOI to obtain their answer this time.

Figure 9 shows the fixation path of a participant obtaining the wrong answer for the network delay. The fixations on the peaks of August and October can clearly be seen, but the participant incorrectly identified August as the answer (correct answer was October). The participants had difficulty to distinguish between peaks at the lower end of the graph.

5.3.2 **Radar Trend Analysis: Conclusions**

The usability results showed that participants found the first answer easily but struggled more with the second answer. Eye tracking data indicated that participants had difficulty to distinguish between peaks at the lower end of the graph. It is suggested that the value legend on the graph should be allowed to rotate, so that values can be compared easier, or the legend should be extended to the lower end of the graph as well.

**Figure 9: Fixation path for Radar Trend Analysis Task 1**
6. Conclusions

The increased use of IV techniques has necessitated the use of other evaluation techniques with traditional usability evaluation methods, for the usability evaluation of IV techniques. Eye tracking was identified as a valuable technique to provide the added value. Not only will it provide an insight into the strategies that users employ when using IV techniques, but it also provides us with such measures like fixation and gaze times in relevant areas of interfaces, reflecting the importance of these areas. The number and duration of fixations also gives us insights into the difficulty of extracting information from the IV techniques used.

Eye tracking data was obtained in a case study on a network management tool using various IV techniques. The results indicated that participants found information easy and interacted effectively with the star metaphor used in the network overview. The radar graph used in the radar trend analysis was found to be relatively easy to work with but would be easier to understand if a value legend was available for the bottom half of the graph. Eye tracking data also showed that participants had difficulty extracting information from the subnet view using the landscape metaphor (a 3-Dimensional graph). Not one participant gave the correct answer for the first task and several participants retreated to the textual view for the second task.

The combined usability and eye tracking data showed that the star metaphor IV technique was the easiest to use. The radar graph IV technique had some problems, because the participants could not identify the highest peaks towards the bottom half of the graph. This was due to the value legend not being available in the bottom half of the graph. If this is rectified this IV technique could prove to be useful. The 3-Dimensional landscape metaphor was the IV technique that participants disliked and had difficulty using. Freitas et al. [2002] states that most traditional evaluation methods fail to provide useful results on usability evaluation of interfaces for IV. In this study, eye tracking gave further insight, showing that participants had difficulty with the interpretation of the 3-Dimensional graph because they fixated on the wrong areas of the graph. The use of 2-Dimensional graphs would be a more suitable solution.

The integration of eye tracking with usability evaluation can provide insights into Human-Computer Interaction that are not available from traditional usability testing methods [Karn et al. 1999]. This paper showed that by adding eye tracking evaluation methods to traditional usability evaluation methods, value will be added to the evaluation of IV techniques. The eye tracking data added to the understanding of the users’ data interpretation strategies as it allowed the scan paths to be analysed. The combined method offered the opportunity to measure user actions, but to also record eye movements which were critically important when dealing with IV techniques.

IV is making sound growth and new evaluation procedures should be investigated Plaisant [2004]. A case study has been conducted to combine usability evaluation methods with eye tracking methods and the proposed combination of these methodologies has been successfully implemented. Analyses and results of the case study indicate that eye tracking does give added value to the usability evaluation of IV techniques.
7. Future Research

Future research may include inter-disciplinary studies on the preferences of participants of textual view versus graphical views of interfaces. Several results of the colour-blind participant showed that in some instances, colours could not be distinguished. This resulted in the participant identifying incorrect objects and answers on the graphs. Future research could include evaluating the effectiveness of colours used on the graph by colour-blind participants. Future research will have more participants completing a longer task list. Other IV systems where participants have already obtained experience would also be tested.
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A Model for the Adaptation of Contact Centre Computer User Interfaces

Bronwin Jason and André Calitz

Maintaining effective customer contact is important because customer interaction is seen as a valuable asset for building lasting and profitable customer relationships. Contact centres are the primary interaction point between a company and its customers. One of the important challenges in today’s contact centre solutions is to increase the speed at which contact centre agents (CCAs) retrieve information to answer customer queries. CCAs however have different capabilities, experience and expertise. Studies have provided empirical support that user performance can be increased when the computer user interface (UI) characteristics match the user skill level. As a result, software systems have to become more individualized and cater for different users.

Users are normally classified as either experts or novices, and in some cases somewhere in-between. There is evidence to support the fact that novice and expert users behave differently when using a specific UI. Expertise and skill affects the way users interact with software. It is thus envisaged that an adaptive user interface (AUI) which dynamically changes from a novice UI to an expert UI could possibly improve users’ performance. This research focuses on applying this concept of AUIs to the domain of contact centres and investigates whether an AUI for CCAs could improve the CCA’s performance. A model was proposed for AUIs which was applied to the domain of contact centres. Implementation was done on the proposed model as proof of concept and the model was then evaluated. Results indicate a difference in interaction data for novice and expert CCAs and this shows that the proposed model can be used to provide an AUI for both novice and expert CCAs. Most users approved the use of AUIs and the research showed that AUIs can improve the speed at which CCAs provide call resolution.

1. Introduction

Contact centres are the primary interaction point between a company and its customers and are rapidly expanding in terms of both workforce and economic infrastructure [Kool and Mandelbaum 2001; Mandelbaum 2004]. The contact centre personnel managing the calls logged by customers are referred to as contact centre agents (CCAs) [Steel 2003]. CCAs differ in their ability to respond to customer queries and do not interact with the computer user interface (UI) in a similar manner. CCAs have different capabilities, experience and expertise.

A field study conducted by the authors at three South African contact centres in 2006 revealed that newly appointed CCAs often find the complexity of contact centre UIs overwhelming. CCAs current computer UIs are static in nature and are the same for each CCA. CCAs often have to adapt to the contact centre UIs and this adaptation
process decreases the CCA’s performance. Studies have provided empirical support that user performance can be increased when the computer user interface (UI) characteristics match the user skill level [Jettmar 2000]. As a result, software systems have to become more individualised and cater for the different users.

The above emphasises the importance of adaptive user interfaces (AUIs). AUIs which has widely been recognised as a being a central component of Intelligent User Interfaces (IUIs), have been proposed as a promising attempt to overcome the above mentioned problems of human-computer interaction complexity [Hook 2000]. Instead of CCA’s adapting to the UI of contact centres, AUIs involves the UI adapting to the CCA. It is thus envisaged that by providing a more personalised UI according to the CCA’s expertise level, an improved customer experience could be achieved.

An AUI model has been developed for contact centre computer UIs (Jason and Calitz 2008). The aim of this research is to determine if existing AUI models can be combined with an IUI model for CCAs and if such interfaces would improve productivity and usability. Section 2 of this paper discusses the problem domain of this research study, namely Differences in Expertise, IUIs and AUIs. The proposed AUI model is introduced in Section 3. Classification of user expertise is discussed in Section 4. Evaluation of the model is presented in Section 5 and Section 6 focuses on current and future research related to AUIs.

2. Related Work

2.1 Contact Centres

Contact centres are defined as an operation that uses personnel and various multimedia customer-contact channels in sophisticated ways to deliver a variety of services to customers [Kool and Mandelbaum 2001; Mandelbaum 2004]. The various areas of operations for contact centres are a help desk or a service desk. A help desk can be defined as a single point of contact for customer problem resolution [Frants 2006]. Service desks are defined as a central point of contact between the customer and all IT related areas whereby customers can use multiple channels for requesting services [Frants 2006; Microsoft 2002]. The main difference thus between a help desk and service desk is that a service desk enables the usage of multiple channels to service customers.

Even though contact centres utilise state-of-the-art technology, all contact centres rely on people to act as the intermediaries between the information in the database and the servicing of the customers [Parbhoo 2002]. These people employed by contact centres are the CCAs whose responsibility it is to receive the calls placed by customers and either redirect those calls or personally assist the customer, as previously mentioned. These CCAs, who are trained and skilled in customer service, have different levels of expertise [Australian National Audit Office 1996]. The next section discusses the differences in expertise levels.

2.2 Differences in Expertise

Prumper [1991] states that there are usually two overlapping criteria used to differentiate between novice and expert users. These two criteria are knowledge and the time spent
working with a particular system [Prumper 1991]. Nielsen [1993] supports Prumper [1991] and declares three main dimensions along which users’ experience differs (Figure 1).

These three dimensions are [Wu 2000; Nielsen 1993]:
1. Experience with the system;
2. Experience with computers in general; and
3. Experience with the task domain.

Figure 1. User Cube [Nielsen 1993].

The most common dimension used when discussing user expertise is the user's experience with the specific UI. Users are normally classified as either experts or novices, or somewhere in-between. There is evidence to support the fact that novice and expert users behave differently [Hudson et al. 2007].

Novice and expert users have different methods of selecting the correct menu item. An expert user typically knows the menu item they want to select and is able to memorise the location of menu items. Contrasting to expert users, novices do not tend to know what menu item they want to select or its location and tend to have to search for it. This means that expert users generally tend to make faster menu selections. This also suggests that features that differentiate searching behaviour from other types of motion may help to differentiate novice and expert use. When searching menus, features that approximate searching include the number of submenus open and how often the cursor “dwells” over a menu item [Hudson et al. 2007].

Novice users are generally concerned with how to do things instead of how fast they can do it. Novice and expert users’ behaviour usually differ dramatically at the physical level of interaction [Buxton et al. 1993]. An example of this difference is that novice users use the mouse to select from a menu whereas expert users press an accelerator key. Novice performance builds the skills that transition to expert performance when the basic action of the novice and expert are the same [Buxton et al. 1993].

Expert users don’t only know more but they know “differently”. They have the ability to take large amounts of information and see it as connected units. Expert users are goal orientated. When using an interface, they quickly deduce goals and actions
to achieve those goals. They want a highly efficient interface and would thus like the number of interactions to be reduced [Wu 2000].

Padilla [2003] states that the efficiency of using an application is limited by the motor load for expert users and by the cognitive load for novice users. The UI for novice users needs to thus be rich in explanatory elements to assist with this cognitive understanding of the screen. This explanatory value comes at an expense for expert users (Figure 2) [Padilla 2003].

As previously mentioned, novice users become skilled with time. This statement suggests that novice CCAs can become expert CCAs over a certain amount of time. An AUI that shifts from a UI for novices to a UI for experts thus seems promising. Before we can look at AUIs, a brief look into IUIs needs to be done. The next section further discusses IUIs.

Figure 2. The Spectrum of user’s needs [Padilla 2003].

2.1 Intelligent User Interfaces

In the early days of personal computers the UIs consisted of text based interfaces. Graphical User Interfaces (GUIs) have since replaced these text-based interfaces but despite the advancement, GUIs are still hard to learn for inexperienced users. IUIs are a way of alleviating this problem.

IUIs can be considered the next wave of interfaces. IUIs are human-computer interfaces that aim to improve the efficiency, effectiveness, and naturalness of human-machine interaction by representing, reasoning, and acting on models of the user, domain, task, discourse, and media (e.g. graphics, natural language, gesture) [Maybury and Wahlster 1998].

IUIs currently constitute a major direction of Human Computer Interaction (HCI) research, towards the provision of high-quality user-computer interaction. They are considered especially important when the aim is towards supporting heterogeneous user groups with variable and diverse needs, abilities and preferences since they facilitate a more ‘natural’ interaction, i.e. effective and efficient user-computer interaction [Maybury and Wahlster 1998].

A suitable IUI architecture depicting the main functions of an IUI is provided in Figure 3. This specific architecture was proposed by Tyler et al. [Tyler et al. 1991]. The main components of this architecture are the Input/Output Manager, Plan Manager, Presentation Manager, Adaptor and Knowledge Base [Tyler et al. 1991].

The Input/Output provides the user with multimodal means of input. The Knowledge
Base is the key component of the IUI as it is a repository that is used to adapt the user interface (UI) to the user’s needs. The Plan Manager assists the user with achieving high-level goals by using knowledge of the user’s current goals and plans. The Plan Manager has the ability of detecting errors and correcting them, interpreting ambiguous requests and the ability to help users map high-level goals into low-level application commands. The Adaptor ensures that the UI is modified to best fulfill the user's needs and thereby assists the user with task completion. The Presentation Manager determines the most suitable modality and modality techniques to display to the user [Tyler et al. 1991].

According to the above mentioned IUI architecture, the Adaptor component and the Presentation Manager are responsible for adapting the UI to the user's needs. The adaptor component is responsible for maintaining the user model so that the Presentation Manager can best decide how to adapt the UI accordingly. It can therefore be concluded that adaptivity is recognised as being a central component of an IUI. The next section further investigates adaptive user interfaces (AUIs).

Figure 3. Tyler et al.’s Intelligent Interface Architecture (Extract) [Tyler et al. 1991].

2.2 Adaptive User Interfaces

A clear distinction needs to be made between an adaptable and an adaptive system. A system is called adaptable if the user is provided with tools to customise the UI. This is an attractive objective to provide the user with facilities for tailoring the system according to his personal tasks and needs. This kind of individualisation gives control over the adaptation to the user. A system is called adaptive if it is able to change its own characteristics automatically according to the user's needs [Jameson 2002].

An AUI can be defined as a software artifact that dynamically changes the appearance, function or content of the UI in response to its user interaction experience [Langley 1999]. It improves interaction with the user by constructing a user model based on partial experience with that user [Akoumianakis 2000; Langley 1999; Keeble and Macredie 2000]. Thus an adaptive interface does not exist in isolation and is designed to interact with human users. Furthermore, the interface is only adaptive if the interaction with the user is improved. Improvements should also rather result from generalisation over past experiences and carry over to new interactions [Langley 1999].
The above definition of AUI will seem familiar to some as it takes the same form as common definitions for machine learning. The main differences are that the user plays the role of the environment in which learning occurs, the user model takes the place of the learned knowledge base, and interaction with the user serves as the performance task on which learning should lead to improvement. In this view, AUIs constitute a special class of learning systems that are designed to aid humans, in contrast to early work on machine learning, which aimed to develop knowledge-based systems that would replace domain experts [Langley 1999]. A further investigation was done into various AUI models in order to select the most suitable one. Oppermann (1994) suggests that all AUIs should consist of the following criteria [Oppermann 1994]:

1) **Afferent component of Adaptivity:** This component handles the kind of data to be recorded. Data can both be implicitly or explicitly collected and then recorded. The Knowledge Base stores the recorded data.

2) **Inferential component of Adaptivity:** This component consists of the adaptive system analysing the gathered data to identify from the user behavior possible adaptation indicators, and hence inferences are made. The inferential component can be based on rules and heuristics that are represented by various models (user/system/task, etc.).

3) **Efferential Component of Adaptivity:** This component specifies how the system should be adapted based on data obtained in the Knowledge Base. The Knowledge Base and in particular the user model is thus the core component need for personalisation.

The above mentioned components were used as a basis to investigate the criteria of various AUI architectures/models. The criteria specified was found to be evident in all AUI models but in some cases not explicitly defined. An example of an incomplete AUI model will be discussed in the following section.

### 2.4.1 The E-Health AUI Model

Pechenizkiy et al. [2005] proposed a framework for an AUI for eHealth systems (Figure 4). The components of this model and how they relate to the criteria will now be discussed. As seen in Figure 4 the arrows emphasise information flows crucial to the AUI process. There are three major groups of framework components: Participants, Data Repositories and Different Engines.

The Participants are the various users of the system. The Data Repository is a repository of all information needed. The Adaptation Engine serves as the core component for adaptation and consists of the Knowledge Base, a Model (user, task, and environment) Generator and an Adaptation Effect provider. The inferential component of adaptivity can be made up from rules found in the User Model but it is not explicitly defined. The Adaptation Effect provides various kinds of adaptations such as adaptation to content, to presentation and to navigation. This component corresponds to the efferential component of adaptivity. The Model Generator generates the user/task/environment model by either implicitly or explicitly acquiring user information.
The acquiring of information evident in this component, therefore, corresponds to the afferential component of adaptivity but the afferential component of adaptivity is also not explicitly defined [Pechenizkiy et al. 2005].

**Figure 4. General Framework of Adaptive eHealth System [Pechenizkiy et al. 2005].**

The AUI for eHealth systems cannot therefore be viewed as a complete model and was designed specifically for eHealth systems and not CCs. It does however specify the basic architecture of an AUI model and so could be used to produce an AUI model which supports CCAs. An AUI model was proposed that satisfies all criteria of AUIs. The next section describes the design of the proposed AUI model and the extent to which it can be adapted to suit the domain of CCs.

### 3. Proposed Model

#### 3.1 Model Design

The AUI model proposed in Figure 5 is a general architecture and can be applied to any system. This section discusses the various components of the proposed model (Figure 5) and the interaction between these components.

The components of the AUI model are:

1) **Knowledge Base:** The Knowledge Base serves as the core component for AUIs acting as a repository by making use of various models. Among all the possible models pertained in the Knowledge Base, the field of user model research gains the most attention. The reason for this is that adaptivity requires the system to have a certain amount of knowledge about the user and user modeling fills this void. The Knowledge Base is not however limited to the models provided by Figure 5.

2) **Analysis Engine:** The Analysis Engine uses the user model and other models in the Knowledge Base to derive new user information. The analysis engine can update the user model based on new information learned about the user or it can initiate an event such as suggesting something to the user. It also responds to queries from the application. The Inferential component of Adaptivity is thus satisfied by the
Analysis Engine. The Analysis Engine also has the ability to make inferences.

3) \textit{Watcher:} The Watcher collects information about the user either implicitly by observing the user’s behaviour while he/she interacts with the system or explicitly and updates the Knowledge Base. The Afferential component of Adaptivity is thus satisfied by the Watcher.

4) \textit{Adaptation Effect:} The Adaptation Effect provides various kinds of adaptations such as adaptation to information, presentation, user interface and navigation. The Efferential component of Adaptivity is thus satisfied by the Adaptation Effect. The Adaptation Effect decides how to adapt the UI to the user’s behaviour based on data obtained from the Knowledge Base.

The proposed model can be specialised to the domain of contact centres by incorporating contact centre information in the Knowledge Base. The other components can then be configured to operate within the new domain.

\textbf{Figure 5. Proposed AUI Model.}

All components of adaptivity as proposed by Opperman (1994) are thus satisfied by the proposed AUI model. The proposed AUI model also fits into Tyler \textit{et al.}’s Intelligent Interface Architecture (Figure 5) and this will now be discussed.

The Knowledge Base for both Tyler \textit{et al.} and the proposed AUI model remains the same. The Adaptor component of Tyler \textit{et al.}’s Intelligent Interface Architecture as discussed in Section 2.3, receives input from the Plan Manager, updates the user model and ensures that the UI is modified according to the user’s needs. As seen in Figure 5, the Analysis Engine and the Watcher serve as the Adaptor component of Tyler \textit{et al.}’s Intelligent Interface Architecture. These components collectively provide the same function if not more, as that provided by the Adaptor. The Presentation Manager component of Tyler \textit{et al.}’s Intelligent Interface Architecture is discussed in Section 2.3 This component receives input from the Adaptor component and uses knowledge obtained to decide how the UI can be adapted to the user’s needs. As seen in Figure 5, The Adaptation Effect serves as the Presentation Manager of Tyler \textit{et al.}’s Intelligent Interface Architecture. The next section will discuss the implementation of the proposed model as a proof of concept.
3.2 Model Implementation

Nelson Mandela Metropolitan University (NMMU) ICT Service Desk was used as a case study for the purpose of this research. The main purpose of the NMMU ICT Service Desk is to provide solutions to computer related problems and to log problems for the users (staff and students) on all campuses. At present the NMMU ICT Service Desk uses FrontRange Solutions HEAT Product Suite [FrontRange.com]. The call logging steps for the NMMU’s current Service Desk software are:

1. Search for the customer;
2. Provide Call Description details;
3. Assign the call to a technician/CCA; and
4. If the call was assigned to the CCA receiving call, provide the call’s Solution Description.

Problems were found in the existing UIs of the NMMU ICT Service Desk. As seen in Figure 6, the Call Logging UI appears cluttered and requires the CCAs to recall what they have previously done rather than recognise. It is thus not an easy to use interface, especially for newly appointed CCAs. The implemented prototype should allow the user to successfully log a call placed by a customer. Implementation of the Knowledge Base was done using SQL Server 2005 combined with an extract of the existing HEAT database. The User and Task Models were implemented in XML and currently reside within the database.

The User Model consists of data for each Informative Moment and the potentially predictive features associated with that Informative Moment. Informative Moments and predictive features will be discussed in the next section.

The Watcher and Adaptation Effect component was implemented in C#. As the user performs a task, the watcher collects the interaction data and updates the User and Task Models pertained in the Knowledge Base. The Watcher updates the Task Model by specifying which steps of a task are complete and incomplete and what the current step is. Current task and step information is displayed to the user in a section allocated to the delivery of task based information (top section of Figure 7 and 8) similarly to that implemented by Singh and Wesson (2007) [Singh and Wesson 2007]. The Watcher updates the User Model by updating the values for the Informative Moments for each task (textbox entry or drop down list selection) the user performs. The Adaptation Effect implemented provides adaptation to the UI. UIs were designed and implemented for expert users and novice users, hereafter known as the expert UI and the novice UI.
The novice UI (Figure 7) displayed a separate screen for each of the call logging steps guiding them step-by-step through the call logging process. It was previously mentioned that novice users are more concerned with how to do things instead of what to do and this suggests that novice users need to be guided through their tasks. A step indicator indicating the next step appeared as the user completed a task and the user is constricted in the order in which they complete a task. More warning messages and error messages are given to novice users as opposed to expert users and these messages are also more descriptive.

The expert UI (Figure 8) displayed only one screen for logging a call and they are not constricted to do tasks in a step-by-step manner, as the novice users were. They were given less guidance (no next step indicator) and more freedom when performing tasks.

Figure 6. NMMU ICT Service Desk Call Logging UI (Screenshot).

Figure 7. Novice UI for Step 2 (provide call description details) of Call Logging Steps (Screenshot).

Figure 8. Expert UI (Screenshot).
3.1 Adaptive Lists

The selection lists for the expert UI was implemented to be adaptive. The research study applied the same technique to selection lists that previous research applied to adaptive menus [Hudson et al. 2007, Findlater and McGrenere 2008]. The research study used a Base adaptive algorithm (Figure 9) as used by (Findlater and McGrenere, 2008) which dynamically changes the selection list based on the user's previous list selections made. This algorithm incorporates both recently and frequently used items and is commonly used in Microsoft Office 2003's adaptive menus. The novice UIs contained static instead of adaptive lists, as to remain consistent with user expectations and to avoid confusion among novice users.

Figure 9. Base adaptive algorithm [Findlater and McGrenere 2008].

The Based adaptive algorithm (Figure 9) dynamically determines which three items should appear in the top portion of the selection lists. The research study moves the three unique items to the top section instead of copying them.

The research study does not utilise split menus to differentiate the top three unique items and thus provides differentiation by painting the top section a different font and selection colour than the rest of the items in the list. It is envisaged that based on the CCA's performance using the novice UI, he/she will dynamically be provided the expert UI. The system can thus predict which interface the CCA is most suited to use, based on certain potentially predictive features. These potentially predictive features will be further discussed in the next section.

4. Classification

4.1 Training Data

Hudson et al. [2007] define Informative Moments as user actions which can be readily isolated, are indicative of the phenomena they wish to study, model or predict, and can be easily and accurately labeled. They gathered data obtained from menu operations and used that as Informative Moments [Hudson et al. 2007]. Our Informative Moments consist of the various drop down list selections as well as text entered in a Textbox.
Textbox entries classified as Informative Moments are when the user enters text for the Call and Solution Description. Drop down list selections classified as Informative Moments are when the user selected a Customer, Service Name, Call Type, Priority, Source, Campus, Contact, Cause and Resolved option. For each Informative Moment, data for a number of possibly predictive features is captured. Hudson et al. [2007] developed potential features that could be predictive of a user’s skill level. These features are not based on a task model but rather on low-level mouse and menu data which could be used in any application as they are not application specific [Hudson et al. 2007]. Our tasks constitute as mostly selecting items from a list of items, similarly to selecting from a menu and thus work done by Hudson et al. [2007] could prove to be useful.

The following potentially predictive features were selected for a drop down list selection from Hudson et al’s. [2007] as most appropriate for this research project:

1. **Total Time (seconds):** Total Elapsed time within the action (starting when the list opened and ending when it closed). This is a summative value of all the selection times for the drop down list selection.
2. **Y Mouse Velocity (pixels/second):** Average velocity of the mouse during a list operation in the Y direction.
3. **Y Mouse Acceleration (change in velocity/second):** Average unsigned acceleration of the mouse during a list operation in the Y direction.
4. **Dwell Time (seconds):** Time spent dwelling (not moving) during the interaction sequence.
5. **Average dwell time (seconds/count):** Time spent dwelling divided by the number of menu items visited.
6. **Nr of Items visited (count):** Total number of list items that were visited or passed through during list action.
7. **KLM Diff (seconds):** Difference between KLM predicted time and selection time for the action. The Keystroke Level Model (KLM) involves constructing a detailed, task specific model of expert behavior [Hudson et al. 2007]. To obtain the KLM predicted time, we used a modified version of the model created by Hudson et al. [2007]. The model we used is presented in Figure 10. This model is useful as it is presumed that expert users would perform at speeds closer to the predicted time than novices would.
8. **KLM Ratio (dimensionless):** KLM predicted time divided by the actual time for the action.
9. **Selection Time (seconds):** Elapsed time within the action (starting when the list opened and ending when it closed).
Figure 10. KLM for List Selection.

\[(LM + T) + C = (1.35 + 1.1) + 0.2 = 2.45\]

where:
- LM is the Look & Mental Operator,
- T is the Travel to move to mouse to the targets, and
- C is the mouse Click when selecting a item

5. Evaluation

5.1 Participants

A convenience population of 15 postgraduate participants was selected from the Computer Science & Information Systems Department at NMMU as novice users. A background questionnaire indicated that the above mentioned participants had no previous experience with service desk software and in particular, they had no previous experience with the HEAT Product Suite. All participants possessed a degree and had moderate to high experience using computers. Irrespective of their extensive computer experience, because they had possessed no contact centre domain knowledge and had no previous experience with service desk software, they were classified as novice users (Section 2.2). Most participants were male (n=12), while only three participants were female and their ages ranged from 21-28 years. A conference paper [Jason and Calitz 2008] which was previously written by the authors only had novice user data available; however additional testing has since been done whereby the performance data of expert users were collected.

A population of five participants was selected as expert users. Four of these participants were CCAs at the NMMU ICT Service Desk and 1 participant was a technician. Four of the participants possessed a degree and 1 completed numerous IT courses. They all had moderate to high experience using computers. The CCAs (N=4) used the Call logging section of HEAT daily for 1-6 years. The technician has used certain sections of HEAT’s Call Logging facility and uses other facilities of HEAT daily. These participants were thus considered expert users as they possessed an extensive computer experience, had a good amount of domain knowledge and had used HEAT Call Logging facility before (Section 2.2). Most participants were female (N=4) and their ages ranged from 24-48 years.

5.2 Tasks

Both expert and novice UIs required participants to log two calls of medium complexity, chosen to mimic real-world activities. The participants were not given instructions as to how to log these calls. For each Informative Moment encountered, data for each predictive feature was captured. Novice users were only given the novice UI and thus
only logged two calls. They were then asked to complete a post test questionnaire evaluating the novice UI.

Expert users were first given the novice UIs, with which they performed the same two tasks the novice users were given. They were then asked to complete a post test questionnaire evaluating the novice UIs. After completing the post test questionnaire, they were given the expert UI and two calls to log. They were then asked to complete a post test questionnaire evaluating the expert UI.

Participants performed the tasks using the Tobii T60 eye tracker as it was envisaged that eye gazing could be used as another variable which distinguishes novices from experts.

5.3 Quantitative Results

The data was statistically analysed using Statistica. Some interesting mean results were found for the Dwell Time, Total Time, Y Mouse Velocity and KLM Difference predictive features and these will now be discussed.

5.3.1 Total Time

The overall mean results for the Total Time predictive feature is shown graphically in Figure 12. There was a significant difference in speed between the novice and expert users. Results indicate that the Novice users were slower than the Expert users. In particular, expert users’ selection times for the Service Name, Call Type, Campus, Contact and Cause Informative Moments appear to be considerably faster than novice users’. This is not surprising as novice users do not generally know which service name and call types a particular call should belong to. Novice users also tend to not know whom to assign calls to and hence selection times for the assignee’s campus and users ID (Campus and Contact) are lower for novice users. The Cause Informative Moment is directly related to Service Name, and hence similarly to the selection time of Service Name, the selection time of Cause for novice users is much slower than that of expert users.

5.3.2 Dwell Time

The overall mean results for the Dwell Time predictive feature is shown graphically in Figure 12. There was also a significant difference in speed between the novice and expert users for dwell time. Results indicate that the Novice users spent more time not moving during the interaction sequence than the Expert users. Similarly to Total Time predictive feature results above, it is not surprising that most time was spent dwelling during the Service Name, Call Type, Campus, Contact and Cause Informative Moments.
5.3.3 Y Mouse Velocity

The overall mean results for the Y Mouse Velocity predictive feature is shown graphically in Figure 13. Contrary to the Total and Dwell Time predictive features, results don’t indicate any significant difference between the novice and expert users for Y Mouse Velocity. This could however be explained by the fact that all participants, labeled novice and expert, have extensive computer experience and thus mouse usage experience; as opposed to Total and Dwell Time which requires the user to have domain knowledge.

5.3.4 KLM Difference

The overall KLM difference mean results are graphically represented in Figure 14. With the exception of the Priority Informative Moment, the expert users have a lower KLM difference for the Informative Moments than the novice users. A low KLM difference is indicative of expert behaviour. These results are thus interesting as it further confirms our selection of users as novices and experts.
Figure 13. Mean results for Y Mouse Velocity predictive feature.

Figure 14. Mean results for KLM Difference predictive feature.

5.4 Qualitative Results

Questions and further comments were solicited after the evaluation by means of a user satisfaction questionnaire. The questionnaire was intended to determine the user’s general impressions of the system and its functionality. Participants were required to respond to questions (Table 1) by providing an appropriate rating on a 5-point Likert scale, where 1 represents strongly disagree and 5 represents strongly agree. Results were captured and statistical functions were applied in order to determine the mean and the standard deviation for each question. The results of these responses are summarised in Figure 15. Figure 15 presents the question number which corresponds to the question number presented in Table 1.

Both novice and expert users found the UI to be pleasant, but novice users could not complete the tasks quickly as opposed to expert users. This could be because of their unfamiliarity with call centre terminology and thus they did not know which selections to make from the various drop-down lists. Expert users found the UIs more simple than novice users and also found it somewhat easier to learn the system. The standard deviation for novice users is relatively large indicating there is not sufficient consensus among the participants whereas the standard deviation for expert users are relatively smaller as there was more of a consensus among the participants.
Expert users were additionally asked a few open ended questions regarding the Expert UI. All expert users found the Expert UI easy to use and in particular, found the adapted lists beneficial. The CCAs preferred the adaptive list to the static ones found in the novice UIs. All but one participant found no disadvantages of using adapted lists. The one disadvantage found was the use of colour for the most frequently used items. Some useful benefits mentioned of adapted lists for contact centres were quicker call logging, easier to log common problems and quicker to find information. Expert users also found the transition from a novice UI to an expert UI beneficial to CCAs as they felt that the transition would help novice user’s get familiar with the interface.

Table 1. Questions asked in Post-test questionnaire

<table>
<thead>
<tr>
<th>Nr</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>Overall, I am Satisfied with how easy it is to use the system</td>
</tr>
<tr>
<td>1.2</td>
<td>It was simple to use this system</td>
</tr>
<tr>
<td>1.3</td>
<td>I can effectively complete the tasks using this system</td>
</tr>
<tr>
<td>1.4</td>
<td>I am able to complete the tasks quickly using the system</td>
</tr>
<tr>
<td>1.5</td>
<td>I can efficiently complete the tasks using the system</td>
</tr>
<tr>
<td>1.6</td>
<td>I feel comfortable using the system</td>
</tr>
<tr>
<td>1.7</td>
<td>It was easy to learn to use this system</td>
</tr>
<tr>
<td>1.8</td>
<td>I believe I became productive quickly using this system</td>
</tr>
<tr>
<td>1.9</td>
<td>The system gives error messages that clearly tell me how to fix problems</td>
</tr>
<tr>
<td>1.10</td>
<td>Whenever I make a mistake using the system, I recover easily and quickly</td>
</tr>
<tr>
<td>1.11</td>
<td>The information (such as on screen messages and help) provided with this system is clear</td>
</tr>
<tr>
<td>1.12</td>
<td>The information provided for the system is easy to understand</td>
</tr>
<tr>
<td>1.13</td>
<td>The information is effective in helping me complete the tasks and scenarios</td>
</tr>
<tr>
<td>1.14</td>
<td>The interface of this system is pleasant</td>
</tr>
<tr>
<td>1.15</td>
<td>I like using the interface of this system</td>
</tr>
<tr>
<td>1.16</td>
<td>Overall, I am Satisfied with this system</td>
</tr>
</tbody>
</table>

Figure 15. Quantitative Results from Post-Test Questionnaire
6. Conclusion And Future Work

An AUI model was proposed that is suited to the domain of contact centres. The prototype of the model has been implemented and evaluated. Novice users performed tasks using the novice UI whereas expert users performed tasks using both the novice UI and expert UI. Initial statistical results indicate that the selected predictive features could be used to differentiate novice from expert CCAs. These significant differences between novice and expert users could thus be used to successfully shift the UI from the novice UI to the expert UI. Current research is to investigate whether eye tracking could be used as an additional predictive feature which indicates CCA’s expertise. Future work would involve getting more expert users to obtain possibly better results.

The envisaged benefits of this research would be increased performance of CCAs. This research helps novices become skilled/expert users and thus a secondary benefit includes training CCAs.
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A Flexible Biomedical Ontology Selection Tool

Gilbert Maiga

The wide adoption and reuse of existing biomedical ontologies available in various libraries is limited by the lack of suitable tools with metrics for their evaluation by both naïve users and expert ontologists. Existing evaluation tools perform technical evaluation of the structure of an ontology as presented by its design and knowledge representation. These find little use in evaluating the processes and representation of granularity presented by biomedical ontology. In this paper we present an evaluation tool as part of a flexible framework that enables users to select a suitable biomedical ontology for use in building applications that integrate clinical and biological data. Requirements for such a tool were elicited in a descriptive survey using questionnaires, and a prototype developed. The tool also enables ontology modelers to iteratively elicit new requirements for improving upon existing biomedical ontologies, leading to new ones that are able to integrate data across structure, processes and granularity. By facilitating biomedical ontology evaluation, the tool contributes towards reuse of existing biomedical ontologies. This helps to avoid the need for costly time consuming tasks of developing entirely new biomedical ontologies. The utility of this tool was demonstrated in experiments that evaluated the infectious disease ontology. The results were validated using a questionnaire based human assessment.

1. Introduction

The wide adoption and reuse of existing biomedical ontologies available in various libraries is limited by the lack of suitable tools and lack of knowledge about properties users require to select a suitable ontology for a task [Alani and Brewster, 2006; Kalfoglou and Schorlmer, 2006]. Existing evaluation tools are known to differ by scope, evaluation type, purpose, inputs, process, metrics used, outputs and the level of user involvement. These perform technical evaluations of the structure of an ontology as presented by its design and knowledge representation [Alani & Brewster, 2006; Fernandez et al., 2006; Hartmann et al., 2004 Lozano-Tello & Gomez-Perez, 2004; Tartir et al., 2005]. These tools therefore find little use in evaluating the processes and representation of granularity presented by biomedical ontology.

In this paper we present an evaluation tool as part of a flexible framework that enables users to select a suitable biomedical ontology for use in building applications that integrate clinical and biological data. Requirements for such a tool were elicited in a descriptive survey using questionnaires, and a prototype developed. The tool also enables ontology modelers to iteratively elicit new requirements for improving upon existing biomedical ontologies, leading to new ones that are able to integrate data across structure, processes and granularity.
The utility of the tool was demonstrated in experiments that evaluated the infectious disease ontology. The results were validated using a questionnaire based human assessment. The tool and human assessment results had high positive correlation (>0.5) when matched by scope, granularity and biomedical integration metric scores for the different use case scenarios. This is an indication of the success of the tool used, and the validity of our approach. By facilitating biomedical ontology evaluation, the tool contributes towards reuse of existing biomedical ontologies. This helps to avoid the need for costly time consuming task of developing entirely new biomedical ontologies.

The rest of this paper is organized as follows. Section 2 discusses current approaches to ontology evaluation. Section 3 explores existing ontology evaluation tools and their metrics, while section 4 explains how the tool was derived. Section 5 explains the prototype tool and its utility in evaluating the infectious disease ontology. Conclusions are given in section 6.

2. Current Approaches to Ontology Evaluation

There is no unifying definition of ontology evaluation [Gangemi et al., 2005]. Evaluation determines the quality and adequacy of an ontology for use in a specific context for a specific goal [Fernandez et al., 2006]. It is a technical judgment of the contents of an ontology with respect to requirements specifications, competency questions, or a meta ontology as a frame of reference [Gangemi et al., 2005; Gomez-Perez, 2004; Guarino and Welty, 2002]. Ontology evaluation is important in order for them to become widely adopted and reused by industry and the wider web community [Alani and Brewster, 2006; Kalfoglou and Schorlmer, 2006]. There is also lack of knowledge about properties users require to select a suitable ontology for a task [Alani and Brewster, 2006]. Existing approaches to ontology evaluation use various contexts and conduct evaluation at different levels of complexity. A taxonomy of evaluation approaches based on type and purpose that adopts levels [aspects] of vocabulary, taxonomy, semantic relations, application, syntax, structure and design is provided by Brank et al. [2005] and given in table 1.

1) Gold standard approaches that compare an ontology to a manually built golden standard ontology or other representation of the problem domain for which an appropriate ontology is needed [Gomez_Perez, 1994uarino, 1998]. Lexical or conceptual levels of evaluation may be used. Lexical comparison uses similarity between the lexicons of two ontologies. At the conceptual level, taxonomic structure and relations are used for comparison [Sabou, et al., 2006].

2) Task based approaches that use the ontology in an application and evaluate the quality of results [Porzel and Malaka 2004]. This approach has problems in that: (i) it is difficult to assess the quality of the supported task; (ii) it is difficult to create a neutral experimental environment where there are no other factors influencing the application performance. [Sabou, et al., 2006]

3) Data or corpus driven approaches. These evaluate the congruence of an ontology with a given corpus to determine how appropriate it is for the representation of knowledge of the domain represented by the texts [Brewster et al. 2004].
4) Assessment by humans to show how well the ontology meets a set of predefined criteria, standards, requirements as in OntoMetric [Lozano-Tello and Gomez-Perez 2004] and the peer-review based approach [Supekar 2005].

Table 1. A level based Taxonomy of Ontology Evaluation approaches [Brank et al, 2005]

<table>
<thead>
<tr>
<th>Evaluation level</th>
<th>Evaluation approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Golden standard</td>
<td>Application based</td>
</tr>
<tr>
<td>Application based</td>
<td>Data or corpus driven</td>
</tr>
<tr>
<td>Human assessment</td>
<td></td>
</tr>
<tr>
<td>Lexical, vocabulary</td>
<td>X = applied</td>
</tr>
<tr>
<td>Hierarchy</td>
<td>X</td>
</tr>
<tr>
<td>Semantic relations</td>
<td>X</td>
</tr>
<tr>
<td>Content application</td>
<td>X</td>
</tr>
<tr>
<td>Syntactic</td>
<td>X</td>
</tr>
<tr>
<td>Structure, architecture, design</td>
<td>Not applied</td>
</tr>
</tbody>
</table>

Table 1 points to existing approaches being mainly for conducting technical evaluation of the structure of an ontology domain as represented by its taxonomy, using different levels. It indicates lack of a unifying approach for evaluating ontologies, creating an obstacle for their reuse [Alani and Brewster, 2006]. There is also lack of knowledge about properties users require to select a suitable ontology for a task [ibid]. The approaches in table 1 evaluate for the ontology structure (taxonomy) and not for biomedical processes and representation of granularity. With these approaches, evaluating biomedical ontologies remains challenging as they seek to integrate clinical and biological data across structure, processes and granularity so as to achieve interoperability between sources [Kumar et al., 2006; Yugyung et al., 2006].

3. Ontology Evaluation Tools and Metrics

The need for tools to evaluate ontologies before their reuse is justified by the expense, time and effort required to build new ones [Fernandez et al., 2006]. Existing evaluation tools include AKTiveRank [Alani&Brewster, 2006], OntoQA [Tartir et al., 2005], OntoMetric [Lozano-Tello & Gomez-Perez, 2004], ODEVal and OntoManager [Hartmann et al., 2004]. They differ by scope, evaluation type, purpose, inputs, process, metrics used, outputs and the level of user involvement (table 2) as explained here.

3.1 OntoQA

The OntoQA tool measures the quality of an ontology using schema and instance metrics. The schema metrics of OntoQA address the design of the ontology schema while instance metrics measure the size and distribution of instance data [Tartir et al., 2005]. Schema metrics are; relationships diversity (RD) and schema deepness (SD). RD is the ratio of the number of non-inheritance relationships, divided by the total number
of relationships defined in the schema. It indicates the diversity of relationships in an ontology. SD is the average number of subclasses per class. It describes the distribution of classes across different levels of the ontology inheritance tree.

The instance metrics are of two types, class and relationship metrics. Class metrics are: class utilization (CU), cohesion (Coh), class instance distribution (CID), class connectivity (CC) and class importance (CI). CU is the ratio of the number of populated classes divided by the total number of classes defined in the ontology schema. It is used to indicate which of two populated ontologies has a richer KB. Coh of an ontology is the number of connected components of the graph representing the KB. It represents the number of connected components in the KB. CID is the standard deviation in the number of instances per class. It provides an indication on how instances are spread across the classes of the schema. CC indicates the centrality of a class. Formally CC is the total number of relationships instances the class as with instances of other classes. Class Importance is the number of instances that belong to the inheritance sub tree compared to the total number of class instances in the KB. It indicates where developers should focus on getting data if the intention is to get a consistent coverage of all classes in the schema.

OntoQA’s relationship instance metrics are relational richness (RR) and importance (RI). RR indicates how the relationships defined for each class in the schema are being used at the instances level. It is number of relationships that are being used by instances that belong to an ontology compared to the number of relationships that are defined at the schema level. Relationship Importance measures the percentage of instances of a relationship with respect to the total number of relationship instances in the KB. This metric is important in that it helps in identifying which schema relationships were in focus when the instances were extracted and inform the user of the suitability for their intended use.

OntoQA enables knowledge engineers and researchers to find and analyze useful ontologies on the semantic web. It takes as input a crawled populated ontology or a set of user supplied search terms and ranks them according to some schema or instance level metrics related to various aspects of an ontology. A user is able to tune ontology ranking features to suit their needs. The tool has been validated by comparing its result to other approaches and to expert users [Tartir et al., 2005].

3.2 AKTiveRank

AKTiveRank [Alani& Brewster, 2006] is another tool proposed for ranking ontologies using metrics of the Class Match Measure (CMM), the Density measure (DM), Semantic similarity (SS) and Betweenness (BM) measures. The CMM assesses the coverage of an ontology for a given search term. The DM estimates information-content and level of knowledge detail of classes. The SS calculates how close the classes that match the search terms are in an ontology. The BM determines classes that are central to an ontology. AKTiveRank uses as input search terms provided by a knowledge engineer and ontologies from a search engine (e.g. Swoogle). It ranks the ontologies using a number of classical metrics and compares the results with a questionnaire based human
study. The results show that AKTiveRank has great utility although there is potential for improvement [ibid]. Its shortcoming is that it is that search terms can only be matched with ontology classes, and not with properties or comments [Alani & Brewster, 2006].

3.3 OntoMetric

OntoMetric [Lozano-Tello & Gomez-Perez, 2004] is a multi criteria decision making method that helps knowledge engineers to determine the suitability of a particular ontology for a project. A user selects an ontology using dimensions that specify the: 1) ontology content; 2) implementation language; 3) development methodology; 4) software used to build ontology; 5) costs of using the ontology in the system [Hartmann et al., 2004]. OntoMetric is based on the analytic hierarchy process [Saaty, 1977], a selection process with four steps: 1) decide on selection criteria; 2) rate the relative importance of these criteria using pair-wise comparisons; 3) rate each potential choice relative to each other choice on the basis of each selection criterion, via pair wise comparisons of the choices; 4) combine ratings in steps 2 and 3 to get an overall rating for each potential choice. OntoMetric therefore offers the flexibility to select the hierarchy for the decision criteria to be used in evaluations. It however offers no specific support for evaluating integrated systems operating in dynamic environments like biomedicine.

3.4 ODEval

ODEval [Hartmann et al., 2004] is used by ontology designers to evaluate knowledge representation for ontologies implemented in Semantic Web languages before they are used in applications. It detects possible knowledge representation inconsistency, incompleteness and redundancy in concepts for each considered language. ODEval has a high level of user involvement. It uses unpublished ontologies as input and generates ontology descriptions as output. No metrics are specified for ranking ontologies.

3.5. OntoManager

OntoManager is used by administrators, domain experts and business analysts to determine the truthfulness of an ontology with respect to its problem domain. It supports semi-automatic ontology improvement in response to the users’ needs analysis. Its architecture has four functions of Monitor, Analyze, Plan and Execute. These monitor user interactions, analyze collected data, plan actions required for the changes discovered, and execute the changes to update the underlying ontology based application. It supports optimization of an ontology according to the users’ needs. It is easy for end users to apply and use. However, evaluation quality is low. It is best applied in domains where information on ontology usage is available to identify relevant concepts of an ontology. The limitation on usage information does not allow to evaluate an ontology in general [Hartmann et al., 2004] (Table 2)
Table 2. Comparison of some Ontology Evaluation tools

<table>
<thead>
<tr>
<th>Criteria</th>
<th>OntoManager</th>
<th>OntoQA</th>
<th>AKTiveRank</th>
<th>OntoMetric</th>
</tr>
</thead>
<tbody>
<tr>
<td>Users</td>
<td>Domain experts, admins., analysts</td>
<td>Knowledge engineers</td>
<td>Knowledge engineers [KE]</td>
<td>Knowledge engineers</td>
</tr>
<tr>
<td>Purpose</td>
<td>Fit ontology to requirements</td>
<td>Ontology ranking</td>
<td>Ontology ranking</td>
<td>Fit ontology to domain task</td>
</tr>
<tr>
<td>Evaluation context</td>
<td>Structure &amp; user evaluation</td>
<td>Structure &amp; knowledge base</td>
<td>Structure evaluation</td>
<td>Structure, cost, methodology, language, software</td>
</tr>
<tr>
<td>Input</td>
<td>Ontology in use</td>
<td>Search terms</td>
<td>Search terms</td>
<td>Ontology in use</td>
</tr>
<tr>
<td>Metric or criteria</td>
<td>User needs</td>
<td>Schema and instance metrics</td>
<td>Class density, semantic similarity, centrality measure</td>
<td>Multi-level tree [MTC] of 160 characteristics</td>
</tr>
<tr>
<td>Output</td>
<td>Ontology fitting requirements</td>
<td>Ranked ontology</td>
<td>Ranked ontology</td>
<td>Ontology fit to project</td>
</tr>
<tr>
<td>Validation type used</td>
<td>Not defined</td>
<td>Expert users</td>
<td>Questionnaire assessment</td>
<td>Not defined</td>
</tr>
</tbody>
</table>

Table 2 reveals that none of the current evaluation tools can be used across scope, in all evaluation contexts, inputs, metrics and outputs. However, as evident from the table, while the tools have been used to conduct structural and user evaluations, they do not define metrics useful for the dynamic processes and granularity presented by biomedical ontology. This lack of concern about dealing with heterogeneity including granularity has also been pointed out by Sabou, et al. [2006]. Furthermore, emphasis has been placed on defining structural metric on the basis of concepts while ignoring relations between concepts, a major limitation since relations provide valuable information in the search for the right ontologies, at the correct level of granularity [ibid].

4. An Evaluation tool for Biomedical Ontologies

In this paper we present a tool for evaluation of biomedical ontologies. Tool development is guided by:

i. Existing literature on ontology evaluation frameworks [Maiga and Williams, 2008].

ii. General requirements for ontology evaluation tools as given in the literature, revealed (table 2).

iii. Specific requirements for biomedical ontology evaluation tools derived by a descriptive survey.
4.1. Specific Requirements for a biomedical Ontology Evaluation Tool

Literature review and document analysis were used to describe the theoretical requirements for a tool to help users assess and select a biomedical ontology suitable to their task. A questionnaire based descriptive survey was then used to validate the theoretical requirements with the proposed beneficiaries (biologists and medical doctors) of the tool. This objective guided the framing of the following key data collection questions on biomedical data integration model and evaluation tools namely: What is the scope (users and use cases) of a biomedical ontology evaluation tool? What general properties should the tool have? How should biomedical ontologies be compared using the tool? What are its inputs processes and outputs? How should such a tool be built?

The survey tested for agreement by respondents to characteristics of the proposed evaluation tool. Structured interviews and the questionnaire were pretested on twenty health care workers. Questionnaires were used to collect data and clarify requirements for the meta-model and tool. The survey then used questionnaires in which 630 randomly selected biomedical workers (580 medical doctors and 50 biologists) in Uganda were used as the study population. Filled questionnaires were returned by 404 medical doctors and 46 biologists. In the survey, these potential users of a biomedical integration system were asked for their level of agreement with proposed characteristics of the tool. The statistical package for social sciences (SPSS) was used to determine the level (%) of user agreement with the proposed characteristics of the tool. The results of the field study are presented in tables 3.

4.2. The Results

Table 3 provide user perspectives on the requirements of a biomedical ontology evaluation tool.

<table>
<thead>
<tr>
<th>Tool requirement</th>
<th>Molecular Biologists</th>
<th>Medical doctors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No. of responses</td>
<td>Agreement Level [%]</td>
</tr>
<tr>
<td>Ontology Visualization</td>
<td>46</td>
<td>91</td>
</tr>
<tr>
<td>Determine scope</td>
<td>46</td>
<td>85</td>
</tr>
<tr>
<td>Generate task requirements</td>
<td>46</td>
<td>90</td>
</tr>
<tr>
<td>Match requirements to ontology</td>
<td>46</td>
<td>68</td>
</tr>
<tr>
<td>Provide user feedback</td>
<td>46</td>
<td>90</td>
</tr>
<tr>
<td>Ease of use</td>
<td>46</td>
<td>94</td>
</tr>
</tbody>
</table>
The table reveals a high level of user preference for the following features and processes in a tool to evaluate a biomedical ontology: visualize an ontology, determine its scope, generate requirements for a task and match them to an integration model, provide user feedback for re-specifying requirements and be easy to use. The requirements inform the principles adopted in the tool design.

4.3. A flexible User centered Evaluation Framework

The utility of using requirements in table 3 was demonstrated by a prototype tool developed as part of a flexible user centered framework for evaluating biomedical ontologies [Maiga and Williams, 2008]. The framework (figure 1) provides different users with the flexibility to iteratively search through an ontology library using multiple criteria. This is more likely to result into the selection of a suitable ontology for a given task, or re-specification of new requirements for an ontology to fit the task. In the framework user needs motivate the assessment criteria in a formative evaluation, providing systematic feedback to designers and implementers in order to influence the process of developing new biomedical ontologies. Feedbacks in the framework provide a way to re-specify user requirements when extending, pruning and improve existing ontologies. This helps to avoid the huge effort of starting or building entirely new ontologies [Alani and Brewster 2006].

Figure 1. User Centered Framework to Biomedical Ontology Evaluation [Maiga & Williams, 2008].
4.4. Overview of the Evaluation Tool

The prototype tool described in this paper assumes a mixed context for assessing a biomedical ontology, applied in a flexible evaluation framework described in fig. 2. It enables a user to select a biomedical ontology that supports development of a suitable application for their integration task. Scope, granular density and biomedical ontology structural integration are used as metrics for selecting an ontology.

4.5. Tool Architecture and Design

The design of the evaluation tool is guided by:

i. Requirements for a biomedical evaluation tool [table 3]

ii. Literature on the design of other tools for evaluating ontologies.

Existing ontology evaluation tools differ in their design [Alani & Brewster, 2006; Tartir et al., 2005; Fernandez et al., 2006]. They vary in the type and format of data inputs, processing and outputs generated as presented [table 1]. These differences mean that users have to learn to work with new tools, data formats and outputs. The prototype tool design follows a process [activity] centered architecture guided by both requirements [table 3] and current knowledge on the design of ontology evaluation tools. The design therefore represents key requirements for such a tool as indicated in tables 1 and 3.

Fig. 2. Architecture of the Evaluation tool.

Tool design incrementally builds on existing tools in order to enable effective evaluation, promote user familiarity and system up-take by encouraging compatibility with previous data formats [Boardman, 2004]. An incremental approach that builds on existing tools design is advocated and used here because:

1) It builds on existing knowledge and technology, promotes user familiarity and compatibility with previous data formats, leading to a tool that is easy to use, a requirement for the evaluation tools.
2) It helps to achieve design goals that are implementable within the limited time and man-power resources in which research is conducted [ibid].

An incremental approach therefore enabled this study to build on previous design expertise manifested in already available tools. The tool is designed around the following core processes or activities of: 1) ontology summarization; 2) task determination; 3) matching and update, shown in the design.

Ontology summarization abstracts the top level classes and relations in an ontology. Concepts and relations representing the thematic categories of an ontology are extracted to enable users understand and select an ontology [Noy, 2004; Zhang et al., 2007]. Summary concepts are used to build an ontology database to facilitate quick comprehension prior to its assessment and selection by non expert users.

The task specification enables a user to select or specify a biomedical data integration activity from a database. A task is a statement of the purpose for integrating biomedical data e.g. “a need to relate gene profile data to a disorder in the population.” A task is decomposed into a set of requirements or search terms using objects and relations. The tool computes metrics for rating a biomedical ontology using a matching algorithm. User requirements are compared to an ontology selected from a library. The tool calculates and returns metrics and a description of any unmatched terms.

4.6. The Tool’s Matching Algorithm

The tool computes metrics for rating a biomedical ontology using a matching algorithm. User requirements are compared to an ontology selected from a library. The comparison process calculates and returns a metric and a description of any unmatched queries. On the basis of the returned result, a user can make a decision on whether to use the evaluated ontology, redefine the task or select another ontology. The UML activity diagram in Figure 3 is used to present the logic of an algorithm.
4.7. The Evaluation Metrics

In this paper, we describe three types of measures used to rate a biomedical ontology. These are scope, granular density and biomedical ontology integration.

4.7.1. Granular Density

Granularity, articulated as collectives linked by relations assumes a perspective that aggregates individuals into collections [Rector and Rodgers, 2005]. A related perspective articulates granularity based on categories of non-scale dependency (NSD), relationships between levels, set theory and mereology [Keet, 2006]. NSD granularity provides levels ordered through primitive relations like structural part_of, the spatial contained_in and the subsumption is_a. Logically, set theory also supports the is_a relation while mereology supports the part_of relation. Assuming multiple perspectives of granularity [as in this
paper] that combine NSD granularity, relations between perspectives, set theory and mereology makes it possible to seamlessly shift from one granular perspective to another [ibid].

In a biomedical ontology, granularity is articulated using relations between classes like part_of or contained_in. The part_of relation is both an intra and trans ontological as it can be used to model relationships within and between biological and clinical classes respectively. The ratio of relations [relational richness] has been used as a structure based metric for comparing ontologies [Tatir et al., 2005]. The perspective of granularity as collectives linked by relations is adopted here and used to define a metric for assessing the ability of the biomedical meta-ontology to represent granularity. Intra and trans-ontological relations in the meta ontology are used to define the metric. Trans ontological relations like part_of, has_part and contained-in model collectives. The density of trans ontological relations [granular density] in a biomedical ontology is an indicator of its ability to model collectives. A metric for measuring the level to which an ontology models granularity can therefore be expressed by the ratio of trans ontological relations that model collectives to all trans ontological relations. This ratio or the granular density [G_D] is given by:

Let: R_in represent an intra ontological relation in the ontology; R_ec represent an intra ontological relation modeling collectives; R_to represent a trans ontological relation in the ontology, and R_co represent a trans ontological relation modeling collectives, then the Granular density G_D is given by the equation

\[ G_D = \frac{\sum R_{ec} + \sum R_{co}}{\sum R_{to} + \sum R_{in}} \]

The metric provides a way to select between various ontologies for the task of integrating biomedical data across levels of granularity that are common in biomedicine. Good representation of granularity in a model enables tracking of entities and attributes across levels, leading to building of better data integration systems [Kumar et al., 2006].

4.7.2. Biomedical Ontology Structure Integration

Clinical and biological classes and their relations are part of biomedical ontology structure. Between these classes, trans domain relations [e.g. participates_in] are indentified. The term semantic density has been used to describe the level of connectedness of an ontology using relations [D’Aquin et al., 2007]. The more trans ontological relations that are defined, the greater is the degree of connectedness in the ontology. The density of trans ontological relations between entities in an ontology is here used as an indicator of the level of integration [connectedness] and overlap between clinical and biological ontologies. A measure of the level of integration between clinical and biological data in an ontology can therefore be expressed as the proportion of trans ontological relations to all relations as defined in equation 2.
Let: \( R_{\text{intra}} \) represent an intra ontological relation in the ontology; \( R_{\text{trans}} \) represent a trans ontological relation in the ontology, then biomedical ontology structure integration ([BOS_{int}]) is given by

\[
\text{BOS}_{\text{int}} = \frac{\sum R_{\text{trans}}}{[\sum R_{\text{intra}} + \sum R_{\text{trans}}]} / [\sum R_{\text{intra}} + \sum R_{\text{trans}}]
\]  
(Equation 2)

This metric provides a user with a way to compare biomedical ontologies and select between various alternatives, a suitable one for a biomedical data integration task.

4.7.3 Scope

Scope is a measure of how well an ontology’s classes represent requirements for an integration task. For the tool, it is expressed as the number of objects [\% search terms] in the requirements that are present or found in the ontology model. These scores are basis for a user to select the ontology, re-specify requirements or select another ontology to rate. The result also displays any unmatched requirements [search terms].

5. The Prototype

The tool was implemented using visual studio 2005 integrated development environment, in C# and SqlExpress2005 database management system (DBMS). The database summarized the human phenotypic ontology (HPO) and the infectious disease ontology (IDO), selected from the open biomedical ontologies (OBO) library. The OBO library is a collection of standardized ontologies (60 plus) being reformed or developed according to a set of principles that represents biomedical reality in a way that enables them to interoperate in the task of integrating biomedical data [Smith et al., 2007]. The emphasis on standardization informed selection of biomedical ontologies from the OBO library.

5.1. The Tool’s User and Results Interfaces

The tool’s user interface (figure 4.) has text boxes with drop down menus for selecting: 1) a biomedical integration task; 2) a biomedical object; 3) a clinical object; 4) a relation for the objects; 5) the ontology to be assessed. The interface also has panes for displaying requirements and the selected ontology. A user selects an integration task and its relevant biomedical objects and relations. The objects and relations constitute requirements for the task and are ranked on a scale of one to ten before being displayed. A user also selects an ontology, displays and compares it to the requirements. The biomedical objects and relations are used as the search terms against which an ontology selected from the database is assessed. The tool returns metric scores and a description of any unmatched search terms (figure 4).
5.2. Evaluating the infectious disease Ontology

The tool was used to assess the infectious disease ontology [IDO], a set of interoperable ontologies that provide coverage of the infectious disease domain. IDO defines general entities relevant to biomedical and clinical aspects of infectious diseases. IDO is being built as a coordinated effort using best practices of the OBO consortium.

Experiments using the tool compared the ontology for their ability support different use case scenarios of biomedical data integration applications. For each use case, similar steps followed to assess an ontology are: 1) select a task; 2) generate requirements as a set of search terms; 3) rate the relative importance of requirements for the task; 4) display requirements; 5) select and visualize an ontology to be assessed; 6) compare search terms to selected ontology and generate any unmatched requirements. These may be used to re-specify a task, recommend ontology update or for use to build applications for the user’s integration task or process.

Use case scenarios differed by the integration task selected, the requirements generated as a set of search terms and by the relative importance of these requirements or search terms for the users task. The output of using the tool to assess the IDO ontology for the different use case scenarios as illustrated in fig. 5 are presented in table 4. The results are displayed as scores of scope, granular density and biomedical integration.
5.3. Tool Validation

Previous attempts to validate ontology evaluation tools have included: 1) comparing the results of assessing an ontology in experiments using the tool to those by other approaches as controls [Tartir et al., 2005]; 2) comparing the results of assessing an ontology using the tool to human assessment by expert users, ontology consumers and domain experts [Tartir et al., 2005; Alani & Brewster, 2006; Cross and Pal, 2006].

The first approach is ideal for mature ontologies that have previously been evaluated by other tools using similar or related metrics, with data available for comparison. For IDO, no such data was available. The results of assessing the IDO with the tool (TA) are therefore compared to those by a questionnaire based human assessment (HA) study using a Pearson correlation [r] for significance. A random selection of 32 biomedical workers (18 medical doctors and 14 biologists) was used for this test. The questionnaire had a screen shot of the IDO model, two tables with six use case scenarios for applying the model and instructions on how to fill in the tables. For each scenario (search terms and relation), a question was asked about the models (IDO) ability to represent scope, biomedical relation and granularity. The answers to these questions were used to calculate the scope, granular density and biomedical integration ratios. The tool results (TA) of assessing IDO and corresponding ones from a questionnaire based human assessment [HA] for the different use case scenarios (expressed as percentages) are presented in table 4. The corresponding Pearson correlation coefficients are given in table 5.
Table 4. Tool Assessment (TA) and Human Assessment (HA) of different use case scenarios

<table>
<thead>
<tr>
<th></th>
<th>Scope</th>
<th>Granularity</th>
<th>Biomed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TA</td>
<td>HA</td>
<td>TA</td>
</tr>
<tr>
<td>1</td>
<td>Vector (\text{bas}_\text{role}) in transmission mode of disease</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>y-linked (\text{bas}_\text{participant}) metabolism abnormality incubation period (\text{part of}) progression rate</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>3</td>
<td>y-linked (\text{bas}_\text{participant}) metabolism abnormality infectious disease course (\text{bas}_\text{quality}) phenotypic variability</td>
<td>25</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>Host has participant dormancy period</td>
<td>100</td>
<td>75</td>
</tr>
<tr>
<td>5</td>
<td>Host (\text{bas}_\text{quality}) familial predisposition</td>
<td>50</td>
<td>55</td>
</tr>
<tr>
<td>6</td>
<td>Vector (\text{is a}) transmission mode of disease</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

5.8. The Pearson Correlation

Table 5. Pearson Correlation \([r]\) Comparison of Tool Scores against Human Assessments

<table>
<thead>
<tr>
<th>Metric scored</th>
<th>Pearson correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scope</td>
<td>0.945</td>
</tr>
<tr>
<td>Granular Density</td>
<td>0.608</td>
</tr>
<tr>
<td>Biomedical Ontology Integration</td>
<td>0.576</td>
</tr>
</tbody>
</table>

The \(r\) values from the tool and corresponding ones from the questionnaire based human assessment are not matched exactly. They however show a moderate to strong positive correlation between the two sets \([r = 0\) means zero correlation; \(r = 1\) means strong positive correlation; \(r = -1\) means strong negative correlation\]. The scope ration is more highly correlated with biomedical ontology integration being the least.

The tool and human assessment had exact matches of scope, granularity and biomedical integration for the use case scenario of the \(\text{is a}\) relationship. The tool and human assessment also had exact or near exact matches of scope and granularity for the use case scenarios of the \(\text{has role}, \text{has part}\) and \(\text{has quality}\) relations, an indication of the success of the tool used, and the validity of our approach.
6. Discussion and Conclusions

The evaluation tool presented in this paper provides users with the flexibility to select a suitable ontology for use in building applications that integrate clinical and biological data. Given the large numbers of biomedical ontologies available in libraries, this tool can save time for both naïve users and expert ontologists by enabling them to quickly assess and select an ontology from a large collection (of summarized ontologies) before further evaluation of its taxonomy.

The tool can also enable ontology modelers to quickly gather new requirements for improving on existing biomedical ontologies, leading to new biomedical ontologies that are better able to integrate data across structure, function, processes and granularity. This is likely to contribute towards solving the problem of the persistent lack of a generic all purpose methodology for integrating biomedical data, as earlier recognized by Grenon et al. [2004], leading to their re-use and adoption.

The evaluation process has some limitations. Human assessment of the infectious disease ontology presented some difficulties that are associated with ontology evaluation by human subject. Respondents were only exposed to screen shots of the IDO without sufficient accompanying documentation about it, which may have affected the quality of the response and choices made on the questionnaire. The respondents [medical doctors and biologists] are not ontologists and reported difficulty when interpreting and reasoning about the different use case scenarios of an ontology, even with detailed and clear instructions.
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Web Content Filtration according to context of use: Case Study of Accessibility Guidelines

Rehema Baguma, Jude T. Lubega, Roger G. Stone and Th.P. van der Weide

In this paper, we propose an approach for filtering Web based content according to context of use based on user roles and other use case scenarios. The purpose of the filtration approach is to make such Web content easier to use for the target audience. Context of use is important for the usability of Web based content particularly that used by different groups of people with different roles, interests and skill base. We use the Web content accessibility guidelines (WCAG) to demonstrate how the approach can be used to improve usability of Web based content. Other than accessibility guidelines, the approach is relevant to ANY Web based content for any subject if intended for multiple classes of users.

1. Introduction

The Web has become a universal interface for various applications on the Internet, intranets and extranets [Murugesan and Ramathan, 2001]. However, Web users have different needs and roles and their skills and cognitive abilities also vary widely [Murugesan and Ramathan, 2001; Donnelly and Maggenis, 2003]. Therefore, one-size does not fit all its users and it is important to customize the Web interface to suit individual users’ or a group of users’ needs.

Nevertheless research on Web customization/personalization has so far been focused on obtaining and analyzing profiles of anonymous users particularly for e-commerce applications [Murugesan and Ramathan, 2001; Shwabe and Rossi, 1999] leaving out cases with defined audience groups. In this paper, we discuss an approach for filtering Web based content according to context of use based on user roles or other use case scenarios. Context of use is important for the usability of Web based content particularly that used by different groups of people with different interests and skill base [Donelly and Maggenis, 2003]. The Research-Based Web Design and Usability guidelines [Koyani et al. 2005] classify context of use in relation to Web usability as a user interface issue. The guidelines advise that among other user interface issues, the context within which users will be visiting a website should be considered.

We use the example of the Web based Web Content accessibility guidelines by the World Wide Web (W3C) [W3C, 1999] to demonstrate how the approach can be used to improve usability of Web based content. The example shows how to derive contexts of use for a given piece of Web based content as well as how to customize the content and user interface according to the chosen contexts of use.
Other than accessibility guidelines, the approach is also useful for ANY Web based content for any subject if intended for multiple classes of users.

The rest of the paper is organized as follows: Web content filtration approach according to context of use, an example using the Web Content Accessibility Guidelines (WCAG), conclusion and future work, references.

2. An approach for Filtering Web Content according to Context of Use

The approach for filtering Web content according to context of use proposes organization and presentation of Web based content according to contexts of use based on audience roles and other use case scenarios. The purpose of the approach is to make such Web based content easier to use for the target audience depending on their roles and tasks. Instead of one view for all users, the Web content can be organized into contexts/views according to user roles, tasks and or other use case scenarios. Customized views make it easier for a user to find required content. Figure 1 shows the architecture of the approach.

Figure 1  The architecture of the approach for filtering Web based content according to context of use

Figure 1 shows that instead of presenting the Web content in one view for all, it can be organized and presented according to different user contexts presented as user views (user view 1, 2, 3 & n). To filter the Web content according to user view (s), you apply a filtration technique represented by the filtration engine. Based on the selected view (s), the filtration engine sieves the entire content and outputs customized content. Therefore the filtration engine acts as a middle man between the entire content stored on the Web server and users’ contexts of use expressed at the client end. It receives contexts of
use (user views) requests from users, filters the entire content and displays only the content requested. This helps a user to find quickly the content he/she wants, create a one to one experience, save time and increase user traffic. According to Murugesan and Ramanathan [2001], Web personalization can increase customer loyalty and attract a broader audience.

However this approach is rigid given that contexts of use have to be predetermined. This is difficult if not impossible given the dynamic nature of the Web audience characteristics such as preferences, skills and interests. As a solution to this potential shortcoming, the approach retains a view of the entire content in the customized interface. Any user with a context of use not yet represented in the interface will use the entire content view to look for the content of interest. Note that we use “not yet” because the interface is expected to evolve as more audience groups evolve and new user contexts get discovered.

In the next section, we demonstrate application of the approach on the Web based Web Content accessibility guidelines (WCAG). The purpose of the demonstration is to illustrate how the approach can be used practically to derive contexts of use for a given piece of Web based content as well as how to customize the content and user interface according to the chosen contexts of use.

3. An Example: Filtering Web Accessibility Guidelines According To Context Of Use

3.1 Introduction

Accessibility guidelines are aimed at all people with a role and responsibility in the procurement and development of IT products and services [Koyani et al. 2005]. These include: developers, IT procurers/managers and evaluators. The Web Content Accessibility Guidelines (WCAG) [W3C, 1999; W3C, 2008] provides a general set of guidelines that can be used to make Web based systems accessible to People with Disabilities (PWDs). Presently, WCAG is the most comprehensive and widely adopted accessibility guidelines [Donelly and Maggenis, 2003].

But despite the wide recognition of the WCAG guidelines, they have been criticized for being overlong, unreadable and difficult to find required advice for much of its potential audience [Donelly and Maggenis, 2003; Lazar et al. 2005; Clarke, 2006; Pickard, 2006]. Hence organizing and presenting the guidelines according to contexts of use could make the guidelines easier to use for the potential audience.

Kelly and colleagues [2005] noted that the vast majority of individuals working to make websites accessible, both developers and managers are not experts in accessibility or access technologies and may never be. More so, accessibility is just one of the aspects of developing websites they are seeking to understand. Therefore accessibility guidelines should be organized and presented in a way that makes it easy to find required advice for the different groups of users.

The next sub section discusses contexts of use by which the Web Content accessibility guidelines can be organized and presented namely; Web page component, type of disability, level of use and structure of the document. The choice was based on the roles
and interests of the audience groups defined by Donnelly and Magennis [2003] and
general use case scenarios such as the logical structure in which content is presented.

3.2 Contexts of use for Web Accessibility Guidelines

3.2.1 Web Page Component:

Most of the Web accessibility guidelines including WCAG offer quantifiable rules but
Web developers often fail to implement them effectively [Bigham and Ladner, 2007].
One of the challenges reported is that available accessibility guidelines are difficult to
integrate into existing developer workflows and rarely offer specific suggestions that
are developer oriented [Bigham and Ladner, 2007]. The Web page component context
of use organizes and presents accessibility guidelines according to one of the concepts
at the heart of Web development -that is components of a Web page. A Web page is
a piece of information that can be displayed by the Web browser, a software used for
accessing the Web [Yuen and Lau, 2003]. It is a resource that holds information on
the Web. A web page can be as simple as displaying a single message or as complex
as a communicator for fully functional databases of large organizations shared on the
internet [Yuen and Lau, 2003]. Information in a Web page can be text, images, audio,
video or a combination of two or more. A web page as an entity consists of a set of
components or elements that make it a functional resource. These include: content,
navigation and user interface.

Content: The content of a document refers to information conveyed to the user through
natural language, images, sound, movies or animations [Thatcher et al. 2002]. Content
is accessible if it can be viewed and accessed by the majority of users including PWDs
[Thatcher et al. 2002]. Viewing is concerned with the format of the content such as
text or audio while access is about the structure in which the content is presented that
is how a document is logically organized for example by chapter, with an introduction
and table of contents [Thatcher et al. 2002]. Structure is important for Web accessibility
because assistive technologies for PWDs such as screen readers render Web content to
the user in a linear form. Content is regarded the most critical element on a Web page
than navigation, functionality and interactivity [Koyani et al. 2005]. It is unreasonable
to spend resources on providing right content if that content cannot be accessed or
viewed by the target audience.

Navigation: Web navigation is the method of getting around a given page, or moving
within the website and on to other Web pages [Thatcher et al. 2002]. Common Web
navigation tools include navigation menu, links, headings, which ideally can be activated
by using either a mouse and or the keyboard. A Web page’s navigation system is accessible
if PWDs are able to perform navigational tasks successfully. Of course for some PWDs
this may require the use of their standard support technology (e.g. screen readers for
the visually impaired).

User Interface: The user interface of a Web page refers to the objects that the end
user perceives and interacts with [Thatcher et al. 2002]. This covers the way in which
Navigational objects are represented, which interface objects activate navigation, the way in which multimedia interface objects are synchronized, which interface transformations take place and the presentation of tasks that require users to input information such as a survey form [Shwabe and Rossi, 1999]. An accessible user interface is one where all the perceptible and interactive tasks of a Web page can be understood, perceived and utilized by PWDs.

Usability guidelines such as the Research based Web Design and Usability guidelines [Koyani et al. 2005] define users’ usability expectations to be related to navigation, content and organization. One of the guidelines advises Web developers to focus on meeting user expectations on content, navigation and organization. Therefore structuring accessibility guidelines according to content, navigation and user interface also increases the likelihood of developing Web based systems that are more usable to PWDs. This is desirable given that despite the significant efforts for a more accessible and usable Web for PWDs, usability of Web based systems even for those that have passed accessibility tests is still a major challenge for PWDs [Vanderheiden, 2000].

Baguma and Lubega [2008] provide an example classification of Web design considerations for improved Web accessibility according to Web page components, a justification as to why each consideration is necessary for the accessibility of each Web page component, relationships between the accessibility of the three components and how such relationships can be exploited to improve the usability of Web accessibility guidelines.

Other than Web page components, other context of use used for filtering Web accessibility guidelines was type of disability, level of use and structure of the document. These are discussed next.

### 3.2.2 Type of Disability

There are different disabilities that can affect a person’s use of the Web. These include: visual impairments (low vision, color blindness, blindness), hearing impairments (deafness, hard of hearing), physical disabilities (motor disabilities), speech disabilities, cognitive and neurological disabilities and ageing related disabilities [W3C, 2005].

Different disabilities cause different barriers on the Web but as noted by W3C [2005], sometimes different disabilities require similar accommodations. For instance, someone who is blind and another with unstable hand movement both require full keyboard support.

In addition, different Web projects may have varying levels of accessibility requirements for different types of disabilities for example a website of an educational institution without audio content would be less concerned about advice on hearing impairments but more concerned about visual, cognitive and physical disabilities. Another website selling music would be most concerned about hearing impairments. However, WCAG 1.0 does not categorize and present guidelines according to type of disabilities. WCAG 2.0, mentions against each guideline, the disability (ies) it benefits but this is only done at guideline level. One cannot get at once all the guidelines about a
particular disability. To get such information, one has to go through the entire guidelines document.

The content filtration approach shows how to organize and present Web accessibility guidelines according to types of disabilities that affect a person’s use of the Web. The classification is based on the definitions of the different types of disabilities given in [W3C, 2005]. A complete categorization of WCAG 1.0 guidelines according to types of disabilities is available on request from the authors.

In addition to type of disability, the example application also shows how to filter Web accessibility guidelines according to level of use. This is discussed next.

3.2.3 Level of Use

In a study carried out by Colwell and Petrie [1999] on WCAG 1.0, participants had problems obtaining the guidance needed, could not navigate the guidelines effectively and were always not clear whether they were accessing guidelines or techniques. The implication of such navigation problems is the risk of missing important advice hence producing inaccessible systems.

Web development has more stakeholders than just developers (Donnelly and Maggenis [2003].

According to a study conducted by Donelly and Magennis in 2003 [2003], users of Web accessibility guidelines want information that is tailored to their roles and responsibilities. People involved in IT procurement need assistance in drafting the request for tender/proposal and assessing compliance with the agreed contract. IT project Managers need an accurate overview of accessibility problems and the implications of compliance to avoid them. Developers require detailed technical guidance and illustrative examples with clear functional requirements.

With the organization and presentation of the Web content accessibility guidelines (WCAG) both WCAG 1.0 and WCAG 2.0, the non technical audience cannot easily find appropriate advice while the technical audience (developers) lacks guidance on how to humanize accessibility aspects of their systems. Consequently developers focus more on passing automated accessibility tests, which are technically oriented and less on usability of their systems to PWDs [Asakawa, 2005]. Moreover, passing automated accessibility tests does not mean a website is accessible [Asakawa, 2005, Kelly et al. 2005]. An image may pass the test because it has an alternative text description but the image can still be inaccessible if the alternative text does not make sense to the user.

The level of use context organizes and presents accessibility guidelines according to level of use with two sub contexts namely: understanding the guidelines and the techniques. Although WCAG 2.0 is split into 2 main documents- that is understanding WCAG and techniques for WCAG, each of these is a separate document which means users have to move back and forth between the main guidelines page and the documents. Instead of two separate documents in addition to the main guidelines page, the level of use context presents both views in a single document.

The Understanding guidelines view is aimed at both developers and non technical users. The non technical need to gain an accurate overview of accessibility problems
and the implications of compliance, while developers need an overall awareness to inform the integration of accessibility into early stages of Web development as well as determination of design implications.

The understanding guidelines view provides developers with a layer of advice to use during early stages of Web development. By the time coding starts, accessibility should be an integral part of the requirements so far determined and remain part of subsequent iterations. This way, accessibility will not be an isolated property but a desirable property integrated with functional and other non-functional properties. Such designs once implemented will produce websites that are both technically and humanly accessible. As Mline et al. [2005] put it, a holistic approach to accessible design relies on a better understanding of users' needs on the part of designers, developers and managers of digital resources.

The techniques view provides developers with practical guidance and illustrative examples on how to code accessible Web pages. This view is important for reference. It makes it easy for developers to find guidance on a given technique for a particular problem anytime.

3.2.4 Structure of the document

Other than the three main contexts, the content filtration approach for the Web Content accessibility guidelines includes a fourth context—i.e., structure which organizes and presents the guidelines according to the logical structure in which content is presented. It has three sub views namely: preliminary which keeps preliminary content such as abstract and table of contents ‘hidden’ and only displays it when needed, guideline which filters the guidelines on a per guideline basis and other information which filters appendices, references and acknowledgement. The structure context of use improves usability of the accessibility guidelines in that instead of having peripheral content such as table of contents, abstract, references and acknowledgement displayed with the main guidelines content, this information can be displayed only when it is needed. The guideline sub view makes it easy to refer to specific guidelines while using the guidelines.

Other than accessibility guidelines, the approach is also useful for ANY Web based content for any subject if intended for multiple classes of users.

3.2.4 A Prototype System

A prototype system for filtering accessibility guidelines according to context of use and other use case scenarios was developed using the WCAG 1.0 guidelines. We chose WCAG 1.0 rather than the latest version, WCAG 2.0 because until 11th December 2008, WCAG 1.0 was still the stable and referenceable version of WCAG as was stated on the WCAG 2.0 overview page by 20th November 2008. The source code of WCAG 1.0 website was extracted and recoded to add CSS - Cascading Style Sheets style tags, JavaScript code and more XHTML tags for customizing the organization and presentation of the guidelines according to the different contexts. In the customized user interface, the user sees a large frame containing the guidelines document and a small navigation frame. The navigation frame offers a four-dimensional viewing opportunity based on...
the four contexts. Thus the user may select “techniques” (rather than “understanding”) from the “level of use” menu. Each menu choice causes a small client-side script to run which dynamically selects a suitable style sheet to filter the display in the large viewing frame. A choice in one context may be combined with choices in other contexts. For example the “techniques” choice could be combined with “visual” (rather than “hearing”, “physical” or “cognitive”) from the “disability” menu to give a display of techniques for visual impairment. Figure 2 shows a snapshot of the prototype system.

Figure 2: A snapshot of the prototype system

The CSS approach has a more optimal design for the static Web based content such as descriptive guidelines compared to the database driven design used by some accessibility guidelines like the Irish IT accessibility guidelines [10]. Content filtering using CSS is much lighter and easier to implement than a database driven approach. Besides with the CSS approach, it is easier to switch between the full content view to customized views suiting different audience roles. This is possible because of the unified interface. The filtration approach can be applied to other documents of related nature particularly those covering various subjects for a diverse audience.

Conclusion And Future Work

In this paper we have discussed and demonstrated an approach for filtering Web based content according to context of use based on user roles or other use case scenarios. Context of use is important for usability of Web based systems particularly those used by different groups of users for different needs. Other than the Web accessibility guidelines used to demonstrate how the approach can be used practically, the approach is useful for ANY Web based content for any subject if intended for multiple classes of users.
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SIM or Application Layer? An Implementation-Level Analysis on the use of Mobile Phones for ICT Development

Hannah Thinyane

In recent years, mobile phones have started to become popular in their use as a platform for ICT based development projects. This paper provides an implementation level analysis on the use of SIM card programming and application layer programming. This is a particularly important consideration when the program is to be run in developing nations due to the older handsets that are frequently used. The paper describes the ramifications that each layer would have on the application that is created, in particular in the context of developing nations. It then describes a case study of a development project where we have implemented two such applications, illustrating the principles described in the paper.

1. Introduction

In 2003, the United States Agency for International Development (USAID) defined two categories of Information and Communication Technologies (ICTs): traditional ICTs and modern ICTs [Ruseten and Ramirez 2003]. USAID define traditional ICTs as technologies that are engrained in most people’s daily lives such as television, radio, and fixed line telephones. Modern ICTs are defined as computers and communication systems between computers such as the Internet, desktop computers, laptops, mobile phones and PDAs. There is often great debate amongst researchers about the compatibility of modern ICTs in developing communities [Pade 2007]. Polikanov and Abramova [2003] identify three distinct schools of thought: pessimists who argue that progress in ICTs will only broaden the digital divide; optimists who propose ICTs as the remedy to all problems faced by developing nations; and realists who maintain that societies will adapt technologies to serve them best.

From a realists perspective, Pade notes that it is assumed that traditional technologies are more suitable in meeting the needs of rural communities as they already face challenges such as poor education and illiteracy [2007]. McNamara also warns against overlooking traditional ICTs which in most cases are more appropriate, affordable, and adaptable to local community needs than modern ICTs [2003]. If the only pre-requisite of a technology to be seen as traditional is that it is engrained in most people’s daily lives, we argue however, that due to the proliferation of mobile phones in developing nations, they can now be seen as a viable technology. A report compiled by the Wireless World Forum states that 66% of all South Africans own one or more mobile phone contracts [2006]. Another study compiled by the Consultative Group to Assist the Poor
(CGAP) and United Nations Foundation reports that in early 2006, the mobile phone became the first ICT to have more users in developing countries than in developed ones [Ivatury and Pickens 2006]. Donner [2004] reports that each day, thousands of people in developing nations purchase mobile telephones. On top of this, mobile phones have been used as a platform for development initiatives in a wide range of areas: the fishing industry in India [Reuben 2006]; a telemedicine network for rural clinics in Palestine [Zatari 2007]; online banking in Africa [Dybwad 2005]; and micro-entrepreneurs in Rwanda [Donner 2004]. These figures speak of the proliferation and acceptance of mobile phones within developing nations.

For applications to be available to mobile phone users, they can either be written as web-based applications that require a constant connection to the Internet, or they can be written to be run on the mobile phone. An issue facing many developing nations is a lack of physical infrastructure, including network infrastructure [Dutta 1997]. Although mobile phone reception covers fair portions of developing countries, it can at times be flaky, causing web-based applications to drop their connections. It is for this reason that this research investigates applications that reside on the mobile phone itself, rather than require constant connection to the internet.

Primarily there are two ways that these mobile applications can be run: on the SIM card itself, or as an application that runs on the handset. The major difference between the two techniques is that the latter relies on more capabilities on the handset itself than the former. As in all technologies, there is a roll down in the capabilities supported by handsets, with technologies that were considered innovative (for example the camera) slowly being available on even the most basic handsets. Also, with improvements in memory, processor, screen size, and power consumption, new mobile phone technologies are continually emerging on the market for much the same price as their predecessors. Surprisingly, this roll down of technology is slower than would be expected. In March 2008, Japan became only the second country (behind South Korea) to take delivery of no second generation mobile phones [Agence France-Presse 2008]. This illustrates that even in developed nations, consideration must be made for the capabilities of the mobile phone handsets.

Over the past three years, we have been involved in an ongoing ICT for development research project in a rural area in the former Transkei in South Africa. The research reported in this paper arose after visiting the area for a year and seeing how mobile phones were so ingrained into the lives of the people who lived in the area (see Figure 1). The original objective of the project was to develop and field-test the prototypes of a simple, cost-effective and robust, integrated e-business/telecommunication platform, to deploy in marginalized and semi-marginalized communities in South Africa where a large proportion (42.5%) of the South African population live. The project evolved however to include several other sub-projects, one of which is to investigate the use of mobile phones as a platform for ICT for development.
Figure 1: Mobile phone charging station at a local school

This paper presents an implementation-level analysis on the use of mobile phones as a platform for ICT for development. It compares and contrasts developing programs on SIM cards and developing application layer programs, given the particular context and constraints in place in developing countries. In particular this paper references development on Java Card [Sun Microsystems 2008a] platforms and Java Mobile (J2ME) [Sun Microsystems 2008b] platforms. Although they are not the only SIM based and application platforms available for mobile phones, they are the environments that the author has most experience with.

2. Implementation Techniques

As mentioned in the introduction to this paper, there are two levels that programs can be written on that reside on the mobile phone: SIM card level; and application level. SIM card level programs are executed solely on the SIM card and therefore make no demands on the mobile handset capabilities. This makes them particularly suited to older mobile phone handsets. However, as they are limited to the size of a SIM card, they are forced to have a very small footprint and cannot make use of any of the peripheral devices included in the mobile handset. Application level applications on the other hand can take full advantage of any peripheral devices, but as handsets can differ so vastly, may not be suited for as large a variety in mobile phones as SIM based applications. This section will now present a detailed description of the two levels of programming, with respect to the context of creating applications for low end mobile phones.

2.1. SIM Based Programming

Java Card technology allows the development of applications for earlier mobile phone models by targeting development at the SIM card level, making it unnecessary to have support at the application level. The Java Card environment shares the same architecture as the standard Java environment. Due to the limited resources on current SIM cards, Java Card does not support the following Java features: it doesn't support all primitive types [Oestreicher 1999]; and does not allow the dynamic download of classes. Instead all classes are packaged using a converted to create one executable file. This in turn reduces the size by pre-linking for the execution on the card as far as possible [Oestreicher 1999].
Java Card uses a Kilobyte Virtual Machine (KVM) which provides a basis for the Connected, Limited Device Configuration (CLDC). This configuration defines small, mobile devices with memory ranging from 160 to 512 Kbytes [Helal 2002a]. It is called the Kilobyte VM in reference to the small footprint of the platform [Sun Microsystems 2000]. Java Card has been used for many different purposes: to implement electronic money for e-commerce purposes [Insik and Ingook 2001]; storing presence information for mobile phone address books [Moyo 2007]; and as a store for sensitive data in the context of near field communication [Madlmayr et al. 2007].

2.2. Application Layer Programming

Although Java Micro Edition (J2ME) was released in June 1999 [Helal 2002a], it wasn't until September 2000 that Java was commercially deployed on mobile phones [Lawton 2002]. By April 2001, over three million Java handsets were sold worldwide [Helal 2002b]. Although not the only application platform available for mobile phones, it has been pushed as the de facto standard on mid-range and high-end mobile phones for the past eight years [Lawton 2002].

Like Java Card, J2ME makes use of a KVM with very similar functionality. A difference is that J2ME allows for user data to be stored in a simple, secure manner by making use of persistent storage, such as record stores. The deployment and installation of Java Mobile applications is straightforward, as it simply makes use of JAR and JAD files which automatically prompt the user to confirm the installation [Sun Microsystems 2000].

3. Case Study

Dwesa / Cwebe is a coastal region located in the previous homeland of the Transkei in the Eastern Cape, South Africa. It has an estimated population of 15000 people living in 2000 households. The inhabitants of Dwesa/Cwebe are traditionally subsistence farmers who depend on their crops for their livelihood [Palmer et al. 2002]. Figure 2 (a) shows a typical Dwesa / Cwebe homestead. The region features a coastal nature conservation park which is owned by the community around a reserve and a hotel. The region has a high potential for eco and cultural tourism due to the rich cultural heritage and the marine conservation project undertaken at the nature reserve. We consider the Dwesa / Cwebe region to be ideal to take advantage of the global upsurge in eco-tourism activities.

The Dwesa / Cwebe region comprises of two distinct communities. The Dwesa people on the southern side of the Mbashe River, and the Cwebe people on the northern side. This delineation is not only geographical, but extends to the philosophical outlook on the underlying world views of the two communities [Palmer et al. 2002]. This introduces an interesting cultural dynamic, with the Dwesa community being more educated and open to change, and the Cwebe community representing a more traditional and static culture.
From a political viewpoint, Dwesa / Cwebe is only the second successful land restitution claim case in South Africa, and the first in the Eastern Cape. We believe that it is therefore an ideal location to use as a testbed for the implementation of ICTs in marginalized communities. Like most marginalized communities, Dwesa / Cwebe suffer from major infrastructure problems including limited electricity availability and connectivity, minimal telecommunication infrastructure, poor quality of the transport infrastructure, but we feel more importantly, sub-standard education facilities. The schools that do exist are also under-funded, under-equipped, and under-staffed. Figure 2 (b) is an example of such a school in the Dwesa region, which even lacks basics such as a roof.

In a recent study of 265 residents in the Dwesa area, it was found that just under half (46.5%) of the residents either own or have direct access to a mobile phone (where direct access refers to access to a mobile phone in their household). Of these, 73% charge their mobile phones at the local school or shop, and 12.5% use either a solar inverter or a motor battery. The remaining 14.5% charge their phones either at the nearest town with electricity (45 minute drive by public transport), at a clinic, or anywhere they can find.

3.1. Siyakhula Living Laboratory

The Siyakhula Living Laboratory (LL) is a joint venture between the Telkom Centres of Excellence (CoEs) at Rhodes University and the University of Fort Hare respectively. The original objective of the project was to develop and field-test the prototypes of a simple, cost-effective and robust, integrated e-business /telecommunication platform, to deploy in marginalized and semi-marginalized communities in South Africa where a large proportion (42.5%) of the South African population live. The project has evolved into an experiment on the adaptation of the Internet to rural areas in South Africa, based on the deployment of ICTs in schools, which together realize a distributed access network [Thinyane et al. 2008]

The current deployment of ICT infrastructure in Dwesa has been concentrated around schools which provide a centralized location, accessible to many villages. This allows us to piggy back on existing societal structures which facilitate community
acceptance, buy-in, and eventual ownership of the infrastructure. Another important benefit of locating computer laboratories in schools is that they are some of the few places in Dwesa that are connected to the main power grid (some local stores and health clinics situated on the main road also have power).

In the introduction to this case study, it was mentioned that the Dwesa / Cwebe region has a high potential for eco and cultural tourism. It is this potential that led to us partnering and training with the local craft initiatives and entrepreneurs. An interesting point about the Dwesa nature reserve is that during the summer holidays, the reserve is full of holiday-makers. In other times of the year, the place is empty. We proposed that with the extra market available online, the entrepreneurs and craft people in the area would be able to sell their goods to a greater market. With this in mind we created an online portal where residents could advertise their goods. In reality, we developed two different front-ends to the portal, one a SIM-based application, and the other a J2ME application. The following two sections describe the applications.

3.2. Mobil-e-Com

Mobile-e-Com [Slay et al. 2007] is a SIM-based application we developed to support second economy entrepreneurship. It was designed as a solution to what we saw as a major gap where current e-commerce solutions for development do not exploit the proliferation of mobile phones among the communities in developing countries. Mwabu and Thorbecke [2001] and Pade [2007] recognize the importance of rural based growth on the route to development. It was with this in mind that Mobil-e-Com was created, specifically to harness the currently dormant entrepreneurship potential of the second economy in rural areas.

Mobil-e-Com uses mobile phones to facilitate e-commerce transactions between sellers and buyers via mobile phone. The framework allows sellers to upload details, and if the phone supports it, photos of their goods for sale. Using their phone they can browse and update their goods already for sale. Buyers can browse via an online web-portal and select items they wish to purchase by adding them to a virtual shopping basket. When buyers check out their purchases, the framework forwards the buyers contact details to the seller. It is then up to the seller to contact the buyer to arrange details such as delivery and payment. An add-on to the Mobil-e-Com application is the optional micro-payment infrastructure that can be used to pay for their goods.

As mentioned earlier, Mobil-e-Com was developed to be sufficiently deployable on the SIM card of entry-level second generation mobile phones. Mobil-e-Com could have easily been developed as a J2ME application, but this would necessitate Java support and capabilities on the handsets, reducing its accessibility from the older generation of mobile phones.

Excluding greater support for older mobile phones, there are four other benefits to deploying the solution on a SIM card: independence from the handset; alliance with mobile operator’s network; minimal resource utilisation; and ease of deployment. By deploying Mobil-e-Com on the SIM card, it makes it independent of the handset, ensuring operational consistency. In effect, this ensures that the program will work in
an identical fashion across different handsets. This is important when considering the effects caused by a poorly designed (or poorly displayed) user interface. Assuming the user interface undergoes user testing before it is released, this guarantees the same user experience across mobile handsets. By providing a SIM based solution, the application is implemented with the architectural framework of the mobile operator’s network. This allows for optimizations on data transport protocols used, and allows access to operators’ servers (messaging, authentication, etc). Mobile phone resource utilization is also minimal, as the application runs entirely from the SIM. This is important, particularly for older phones, as the resources on the mobile phone handsets are low to start with. Finally, when using SIM based applications, deployment is undertaken using Over The Air (OTA) messaging infrastructure on mobile networks [Gemplus 2006]. This is particularly useful for rural, marginalised and isolated communities. Using OTA, applications, new updates and services can be transferred to mobile phones or SIM cards by the network operator. This allows applications to be downloaded onto a SM card without physically having to connect to it. By having an OTA backend, the operator’s servers send requests through an OTA gateway to the mobile phone. The mobile phone user then pulls then accepts the request and downloads the application.

Mobil-e-Com was developed using GemXplore Developer [2007], a SIM application development toolkit. For this prototype, there was no network operator buy-in so testing was undertaken using a simulator. EasyOTA [Gemplus 2006] was used to test the OTA transfer and communication between the SIM card and the (simulated) network operator.

3.3. Java-e-Com

The Java e-Commerce platform, Java-e-Com was developed using J2ME for newer mobile phones. In contrast to Mobil-e-Com, this application was designed to be run on the mobile phone itself (rather than the SIM card). It was however designed for the same conditions as Mobil-e-Com. The remainder of this section highlights the benefits that developing on the application layer brings to Java-e-Com, paying particular attention to grounding it in the same physical environment as Mobil-e-Com.

As with SIM based applications, a J2ME application provides portability and interoperability to the user. One application can be developed and executed on different types and varieties of handsets. Also, a link to a J2ME application can be transferred to the handset via OTA and then be downloaded from the Internet and installed on the phone.

The primary benefit of an application layer program is in strict contrast to the SIM based application: it can have greater access to the mobile phone functions and peripheral devices such as cameras that come as part of the mobile handset. Another important benefit of an application layer program is that the J2ME provides a more complete implementation of the J2SE, and therefore supports richer applications than the Java Card alternatives. This provides programmers with more leeway to create graphically rich and attractive applications. This can be a very useful extension, particularly when considering that large parts of developing countries suffer from semi-literacy and
illiteracy [Terryn 2003]. This supports work such as that undertaken by Indrani, Aman and Kentaro [2006], where graphically rich interfaces were created to support illiterate and semi-literate users.

4. Conclusion

This paper has compared SIM based programming with application layer programming within the context of ICT for development. It has highlighted critical considerations that need to be made when programming for these conditions, such as lack of network infrastructure, but more importantly older mobile phone handsets. It has shown how applications can be created particularly for these environments using SIM based programming that make very little demands on the physical phone handset. To properly illustrate the difference this has to programming for other contexts, it paralleled the discussion of SIM based programming with a discussion of a J2ME application.
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A Gender Critique of Uganda’s Rural ICT Access Policy: Opportunities and Challenges

Aramanzan Madanda, Dorothy Okello, Grace Bantebya – Kyomuhendo

Rural access to ICT has been highlighted as key in driving development. It is argued that rural access to ICT boosts production, improves household income, reduces inequalities and widens market options. The Uganda government in 2001 put in place a rural ICT access policy named the Rural Communications Development Policy (RCDP) that provided for a Rural Communications Development Fund (RCDF) through which government subsidises communication investment in areas that are considered unprofitable if left to free market forces to promote universal access. Since 2002 support has been provided to establish telephone points, computer training centres and Internet services.

In 2006 a gender analysis of the Rural Communications Development Policy/Fund (RCDP/F) was conducted in 14 districts of Uganda. The objective was to find out the extent to which the initiatives supported under RCDP/F had provided universal access to rural communications by both women and men and whether the implementation process took into account gender considerations. The findings and subsequent follow-ups in two districts show contradictions and discrepancy between policy conception and implementation, pointing to failure to achieve intended objectives of reaching out especially to women. No women’s organisation had ever accessed support. Culture, attitudes and gender blind project selection criteria inhibited females’ access to funding. The policy and its implementation did not take into account women’s and gender needs. The paper suggests a review and re-conceptualisation of the RCDP/F to remove contradictions so that selected projects benefit women and men equitably.

1. Introduction

Rural access to ICT has been highlighted as key in driving development. It is seen as a way of reaching out to those that would be excluded from the developmental benefits of ICT. A Universal Access Fund (UAF) is one mechanism for motivating and mobilizing private investment into rural areas through subsidies and incentives under a free market telecommunications sector so that services are extended to disadvantaged areas and people. The UAF model encourages private telecommunications operators to compete in extending services to poor rural areas as a means of achieving universal access and country-wide market development from a country’s own resources [UCC 2005a].

The UAF which is the Rural Communications Development Fund (RCDF) in Uganda has been acclaimed as a best practice model for funding access for poor rural populations in low income countries [UCC 2005a]. The RCDF established

1UAF is also referred to as the universal service fund, the universal service obligation fund or
under the Rural Communications Development Policy (RCDP) 2001 is meant to act as a means of intervention to ensure that basic communication services of acceptable quality are accessible at affordable prices and at reasonable distances by all people in Uganda. The fund leverages investment and is not a comprehensive solution. Uganda’s access fund is contributed to by a one percent levy on revenues of telecommunications, post and courier businesses and has been operational since 2002. The fund extends support to all kinds of ICTs and document delivery services into rural areas. The fund is accessed through a formal application process following set guidelines.

While it was envisaged that by mid 2005, every district would have an RCDF supported internet point of presence (PoP) with high-speed wireless connections available to training institutions, cyber cafes, telecentres and private customers, to date this has not been achieved. Despite the fact that the country’s approach has been successful in enabling private operators to exceed targets and to meet some of the objectives in need of special funding, penetration of services is low, inefficient and not in tandem with social and economic transactions for sustainable human development [UCC 2005a &b]. Moreover as this paper argues, there are serious gender omissions in the policy design and implementation that run counter to the realization of Universal access to all women, men, boys and girls which require addressing.

There are compelling arguments for a gender perspective in an ICT access policy to address needs of women and men equally. ICT has a potential for mass transformation, but risks excluding women if their needs are ignored when in developing countries most “are in the deepest part of the digital divide further removed from the information age than the men whose poverty they share” [Olatokum 2008:53]. ICTs are catalysts for women’s political and social empowerment and their growth a powerful force in advancing gender equality [Ramilo 2006]. If women are to benefit and contribute more to ICT, efforts at policy and other levels must counter the almost global situation where women are largely excluded. Failure to conduct a gender analysis could unintentionally result in missed opportunities for women and risk ICTs reinforcing women’s discrimination and disempowerment [Buskens and Webb 2009]. In Uganda, over 80 percent are rural with women constituting more than half of the total population. If ICT is crucial to development, then women must access the tools so that they are not marginalized. A policy that extends ICT to rural areas is important because it targets the majority most of them poor and less educated than their urban counterparts. ICT has to benefit the majority so as to address access as well as the divide that thrives on gender based exclusion.

2. Methodology
A gender analysis was undertaken in 14 districts of Uganda selected because they were
districts where RCDF supported projects had been implemented by 2006\(^2\). Due to difficulties in accessing a list of all beneficiary projects and their spread by district and sub county, projects studied were selected purposively or through snowballing basing on the fact that they ever received RCDF support at least once. Thirteen projects were visited which included multi-purpose community telecentres, school based telecentres, internet cafes, ICT training centres and a University. Most were private businesses while some projects were NGO run or located in public schools.

The assessment objective was to find out the extent to which the initiatives supported under RCDP/F had provided universal access to rural communications by women and men, and whether the implementation process took into account gender considerations. The RCDP/F is used as a case to articulate the risks of ignoring gender in ICT policy and to argue for inclusion of women’s specific needs in universal access policy. The focus of the assessment was on utilization and uptake of services offered by RCDP/F supported projects by women and men. Specifically, objectives of the RCDP/F, project selection criteria and benefits were analysed from a gender perspective with a view of suggesting recommendations.

The study design was cross sectional. The approach to collecting and analysing data was qualitative. Data collected was both primary and secondary; the former coming from key informant interviews with proprietors and managers of the RCDF supported projects as well as the end user project beneficiaries. In each project case, at least two end-users one female and the other male were selected. Secondary data was obtained from project proposals, beneficiary records as well as contracts. Literature review was done to locate our example within the broader understanding of Universal access. Policy documents were reviewed including the Uganda Rural Communications Development Policy 2001, The Uganda Communications Act 1997, the National ICT Policy Framework, 2003 and Uganda Telecommunications Sector Policy Review, 2005. Resulting qualitative data was analysed manually. The approach involved deriving themes from interviews and extracting examples and arguments. The data from qualitative interviews was triangulated with secondary sources to draw conclusions. The paper is augmented with findings from a doctoral study in two of the districts namely Iganga and Mayuge [Madanda 2009].

3. Policy Design Contradictions

Uganda’s ICT policy framework is better understood by examining a range of policies including the National ICT Policy (NICTP), the RCDP and the Telecommunications Act. The policies emphasise a private sector led competitive development model underpinned by a liberalised free market ideology where forces of demand and supply reign. Theoretically, it is within this framework where the invisible hand of the market is paramount that sporadic growth has been attained in Uganda’s ICT sector since mid

\(^2\) The districts were Kampala, Wakiso, Kayunga, Kasese, Bushenyi, Kabale, Kumi, Soroti, Sembabule, Rukungiri, Mbale, Mayuge, Kibale, and Iganga.
1990s. But this model of ICT development is not free from contradictions. First, liberalisation policy is anchored within the theory of modernisation which unrealistically assumes a free market and perfect knowledge of the market. Furthermore, although a market mechanism associated with increased competition and lowering of prices has brought ICT to poor rural women and men [Hafkin 2002b], liberalisation is often plagued by the chronic problem of market failure as there is nothing that is perfect [Preston 1996]. Moreover, free market ideology that pursues development at all costs has been implicated in worsening income inequalities, jeopardising gender equality and compromising human development [Rist 2008; Peet and Hartwick 1999].

It is not that the UCC that formulated the RCDP was ignorant of the weaknesses of a market model for universalising ICTs. An authoritative publication co-authored by a then UCC commissioner indicated that the likely pitfalls of a liberalised approach to ICT were not an afterthought [Tusubira, Kaggwa and Ongora 2005]. The report also indicates that when telecommunications sector reform commenced, there was an explicit recognition, right from the start that the kind of liberalised market envisaged by the government policy framework would lead to the marginalisation of the poorer sections of society and that the UCC identified the challenges of accessibility, affordability and utility and put in place the RCDF. In a characteristic technocratic jargon the report adds: “the holistic approach that has been used especially focuses on the majority of the often – marginalised citizens, consisting of rural communities, women, the physically disadvantaged and the youth” [page 168]. What is amazing is that while women are stressed as marginalised alongside youths and the disabled, hence deserving prioritisation, the RCDP document does not mention women or gender at all. This gender blind formulation of ICT policy is in stark contradiction with the overall national law. For instance the 1995 constitution expressly provides for government provision for marginalised groups including women. The National Gender Policy 1997 and 2007 require all government agencies at all levels to design strategies that address gender. Additionally unlike the RCDP/F, the national ICT policy provides for gender mainstreaming in ICTs including using ICT to uplift disadvantaged groups while taking into account gender balance [Republic of Uganda 2003].

In 2002, Uganda Telecom Limited (UTL) and Mobile Telephone Network (MTN), the then two national telecom operators (NTOs) declared 154 sub counties spread over 35 districts as “uncovered.” The NTOs³ had identified these areas as economically unviable – making them eligible for RCDF⁴. To facilitate the process of universal access, a policy was developed. The RCDP spells out subsidies for

---

³ Uganda currently (2009) has 5 telecom operators namely CELTEL (taken over by ZAIN), MTN, UTL, WARID and Orange, having ended the duopoly regime in 2005 and licensed new operators.

⁴ Some of the RCDF supported projects were not necessarily located in sub counties declared as uncovered by UTL and MTN. Indeed some are set up in gazetted urbanities thereby bringing to the fore the contested notion of what is rural or urban.
communication services in the rural areas\textsuperscript{5}. The policy covers Internet access provision, information technology (IT) content development, postal services and ICT training. By mid 2005, each district in Uganda was expected to have an Internet point of presence (PoP) with dedicated high speed wireless connections available to schools and other institutions, cyber cafes, telecentres and private customers to make use of within a certain radius of the district centres [UCC 2005a]. As additional incentives the UCC allowed for tariff flexibility where operators can charge up to 50\% more than prevailing urban rates in rural areas [UCC 2005a]. This policy stance takes no explicit cognisance of the fact that the rural areas constitute the poor the majority of whom are women. In UA strategies, there is no direct provision for addressing the gender gaps in ICT access. In effect universal access is not universal. Indeed this is explicated by the fact that the areas that have been most difficult to reach are the northern and north-eastern districts which have experienced a two decade plus civil war\textsuperscript{6} and are inhabited by the poorest sections of the people of Uganda most of them women. In the rural areas, however, a challenge still exists due to the cultural life style that keeps females occupied in domestic work, limiting the availability of time for using any ICT other than voice telephony [Tusubira, Kaggwa and Ongora 2005]. From the foregoing, it is clear that a policy like the RCDP that aims to increase access to the majority especially in the rural areas is a smart thing to do. The question of whether or not the current universal access policy framework promotes universal access is the point of contention given that it is prone to problems of excluding the poor especially women.

Further policy contradictions can be unravelled by examining the policy objectives. According to the UCC [2005a], the projects that could justify UA funding need to meet the following criteria: the service targets meet government Universal Access (UA) objectives as “socially and politically desirable”; the overall service supply profile possesses long-term viability (that is, it is sustainable); but in the short-term, the project may be considered financially marginal (that is offering lower rate of return than that needed by private companies), or risky considering the investment required. The specific objectives of the RCDP are to: ensure that all sub counties with at least 5,000 inhabitants have access to basic communication services by 2005; ensure that RCDF resources are effectively utilised to create immediate impact; support establishment of an Internet PoP in every district of Uganda by 2003, where each PoP was to be associated with at least one Internet cyber café; increase the use of ICTs in Uganda, by supporting introduction of ICT use in at least one “vanguard” institution in every district of Uganda, by 2003; promote provision of communication services in rural areas as a profitable business.

\textsuperscript{5} The RCDP does not explicitly define Rural. It appears rural means any area outside the city Kampala [Parkinson 2005].

\textsuperscript{6} These areas have since 1986 been under civil war with the Lord’s Resistance Army that has negatively impacted any form of development. A peace agreement that created a semblance of peace has not been signed to date.
It has to be noted that any effort aimed at increasing access and bringing ICT nearer to the rural people has the potential of reaching the poor and women. However focusing on the sub county headquarters or sticking on a criterion of 5,000 people leaves out many women who are tied up in domestic responsibilities and have no time to travel to the sub county headquarters or the district to access ICTs. Second, to promote provision of ICT services in the rural areas is a good but limited objective in that as is even admitted by the very proponents of the policy, the hard to reach areas are unlikely to be profitable. There will be need to focus on the social benefits rather than profits to reach the majority of the poor especially women. Thus provision of communication services as a profitable business and from a purely economistic perceptive is limiting.

4. Getting To Know: The Exclusive Information Flow

For potential applicants to know about the UA funding opportunities, they had to be informed. Field data indicated that applicants got information about RCDF in various ways: call for proposals through newspaper adverts; informal contacts with RCDF officials in conferences, seminars and public interactions; through researchers and volunteers [including foreign researchers and students] some of who wrote successful proposals for especially rural districts; insider information from former employees who had prior information about upcoming opportunities; and information from Internet service providers some of who helped to prepare the applications. As expressed by many respondents, there was a feeling that information about the subsidy was insufficiently disseminated and many applicants did not know what exactly constituted the support from UCC. Noteworthy is that while the use of newspapers was commendable for its wider reach, it is clear that such a channel was limited for publicity. It is unlikely that rural based organisations and especially the bulk of community based women’s organisations could be informed. Moreover, informal contacts akin to the old boys or old girls’ networks came into play in disseminating information. Such mechanisms exclude those who are powerless yet these are supposed to be the target. There is need to specifically target the poor and especially NGOs, CBOs and women’s organisations in spreading information. One way is to take advantage of existing women’s networks.

Furthermore, following a purely market model in operating the RCDF is inappropriate. First, the existence of the fund as precisely for reaching out to those excluded by the pure market system is in itself testimony of failure of the market mechanism to equitably spread ICT. For instance as noted already the reason for setting up the RCDF was a recognition that telecommunications sector reform with a liberalised market as envisaged by government policy would lead to marginalisation of the poorer sections of society including women, youths and the

7 Uganda’s civil society organizations have women’s network organizations that could be crucial in this endeavour such as the National Association of Women Organizations in Uganda (NAWOU), the Uganda Women’s Network (UWONET) and the ICT savvy Uganda Women’s Network (WOUGNET) that could have been utilized as entry points to reach out to women and girls.
disabled [Tusubira, Kaggwa and Ongora 2005]. The policy implementers needed to live up to this realisation. Therefore, the spread of information needed to follow a model that plugs up the loopholes in the market mechanism. Thus developing partnerships would be more suitable than just asking applicants to “compete” on a criteria that generally favours profit oriented companies. Such a model mostly favours private businesses. It is not surprising these are the biggest beneficiaries with some reporting multiple subsidies while not for profit NGOs and women’s organisations report failure in keeping pace or failure in accessing any subsidy.

Beyond project applicants, we also tracked how the end-users got to know about the RCDF supported projects. From their responses it is clear that the RCDF secretariat’s role in information dissemination was limited. Information moved through friends, relatives and the church, or through a school staff room or general school assembly. If the mode of transmission of information was not informal as through a relative, it was exclusive like through a staffroom for teachers or a church for believers in a certain faith. This point leads to one critical direction. There was need to strengthen publicity through various media channels so that possible beneficiaries could be reached as much as possible.

5. Skewed Selection Criteria And How Women Fell Out

The UCC is mandated by the Communications Act to establish and administer a rural communications development policy and fund [UCC 2001]. UCC’s policy on rural communications development is intended to supplement government efforts by directing development and delivery of communication services in the rural areas aimed at bringing about socio-economic development. Through a competitive tendering process, subsidies are provided to the winning bidders. The kinds of projects financed include: public payphones, ICT training, internet cafes, Internet PoPs, IT content development, telecentres, telephone infrastructure network and ICT research.

The subsidy amounts have an upper ceiling. For internet cafes and ICT training centres, the maximum subsidy is 40% of investment costs up to a maximum of $6,000. Public access payphones have a maximum subsidy of 50% of the investment costs up to a maximum of $400 per access site. Upon approval and meeting requirements, which include obtaining a bank or insurance guarantee, the subsidy is disbursed in the ratio of 4:3:3. Forty percent (40%) of the subsidy is disbursed upon signing the agreement; 30% after 50% of the project has been implemented according to an agreed schedule and 30% upon certification by UCC that the project is completed and operational. This implies that there must be co-financing.

The project selection criteria included: presentation of a certified copy of a certificate of registration; presentation of a business plan indicating the viability and sustainability of the project for five years; adequate professional know-how and operational experience; ability to implement the project within a stipulated timeframe; and availability of counterpart funding. Other considerations were relevant experience of the firm, designated professional and technical personnel,
marketing strategy and ability to meet capital requirements.

Gender sensitivity was not a requirement. Although two NGOs and one private company had utilised RCDF funds to support gender objectives out of their own volition, all interviewees reported that no requirement for gender was demanded of them during application or implementation. Furthermore, while the criteria for selection were meritorious, the provisions were exclusive. For instance the requirement for experience and counterpart funding excluded the poor and women’s organisations that lack experience or counter funds in favour of established male owned ICT firms. Many beneficiaries thought that the financial guarantee conditionality was too high. Some failed to reapply because of the requirement for counterpart funding. This problem was more pronounced for organisations whose objectives contribute to social development rather than business namely NGOs and CBOs. Thus while the mode of operation and guidelines favoured private businesses; they disadvantaged organisations that are not for profit. An inventory of CSOs in Uganda clearly indicates that organisations in this category, many of which have no formal registrations are women’s organisations.

During fieldwork we encountered innovative private organisations that used the affordable option of using an insurance company to guarantee their subsidies. But even then, these were private businesses. There seemed to have been no avenue of sharing such information with organisations that had difficulty in finding counterpart funding or financial guarantees. A more proactive action to provide such information to clients and potential applicants would have helped. Some beneficiaries had the perception that although the RCDF had earmarked funds for projects, the fact that it was a subsidy rather than a grant made it very hard to access. There is need to explore the possibility of making the RCDF a grant since it is not expected to be refunded.

Furthermore, the requirement for sound financial plans locked out some applicants. It is common knowledge that although useful, an elaborate financial plan does not always guarantee project success. Neither is beginning with a simplified application procedure a recipe for failure. Some funding agencies have long realised these and find other ways of guaranteeing success such as effective implementation and monitoring systems. Women's organisations in rural areas are particularly constrained by this fact owing to high levels of illiteracy and lack of access to such information that would help them design elaborate implementation plans. To include them therefore requires some more innovative, flexible and inclusive approaches.


Projects and businesses supported by RCDF often conducted more activities than were directly supported by the fund. Major activities included: Internet and email services; computer typesetting and printing; scanning and type writing (sometimes with manual typewriters); computer training (introduction, Microsoft applications like word, excel, access and PowerPoint), as well as accounting packages (such as sage, tally and quick
books). Others included television viewing (especially for European soccer); Video shows especially educational films and entertainment; and photocopying. Internet and email services were offered by most projects but in some, especially in rural areas, the Internet links were reportedly unstable. Training in typewriting was offered because potential employers of the graduates, mainly schools still used typewriters.

The key objectives of the projects visited varied depending on the nature of their focus. Projects based in rural communities, aimed at social and economic development of the area through use of ICTs. While those in towns aimed at availing ICT services for profit. School based projects aimed at providing students, teachers and in some cases surrounding communities with access to ICT services and application of ICTs in teaching for enhanced learning. Apart from the Mayuge district based NGO, Busoga Rural Open Source and Development Initiative (BROSDI) that had explicit gender objectives in its activities and services, other organisations often had gender blind objectives although SchoolNet Uganda and the Kumi district based Arrow Centre (for profit company) provided specific services aimed at women and girls. It is likely that benefits to females would have been higher if there were specific gender requirements in the funding criteria.

7. Surprise: Women & Girls As Majority Beneficiaries

It has been argued that exclusion of gender in ICT policies is often the norm rather than an exception and that even when policies are developed the real test is the process of implementation and commitment [Jorge 2006]. Even when Uganda’s RCDP does not recognise gender and supported projects are not obliged to address gender objectives, in many field examples, women constituted the majority of the final beneficiaries.

In tracking benefits, we inquired about the final project beneficiaries. There were interesting scenarios where females were majority beneficiaries despite the gender blind way in which most projects were designed. Records at many training centres showed that women were the majority trainees. The projects in general targeted a broad range of people that included: civil servants, teachers, community members, cultural leaders, NGOs, health workers, religious leaders and school drop-outs. Others included primary school pupils, women farmers, secondary school and university students, businesspeople, local government employees and tourists.

In Mayuge district, we visited BROSDI an NGO whose aim is to stimulate socio-economic development using open source particularly Free and Open Source Software (FOSS), knowledge sharing and information management. The organisation used computers and the Internet to address poverty through information generation and exchange. ICT was its core project with three other subsidiary projects in education, agriculture and health. BROSDI’s education project targeted teachers and school children. The agricultural project, which involved collecting and exchanging local agricultural content targeted women farmers. The health project that had an HIV/AIDS component targeted the youth. The Manager indicated that the project had helped to increase computer awareness. While RCDF funded some ICT inputs,
financial support for the sub projects was obtained from other agencies. BROSDI had got RCDF support thrice: first, to support acquisition of computers; second, to set up an ICT centre and third to acquire an electricity power solution to address the electricity shortage. In this example it was clear that by designing programmes to include women as the target beneficiaries, BROSDI extended its ICT services to women and girls even when it could not be described as a women’s organisation.

Another example was SchoolNet which is an education oriented NGO. Some of SchoolNet’s RCDF funded projects were implemented in girls’ schools. One example was Bweranyangi Girls Secondary School in Western Uganda. As a beneficiary girls’ school, female students were primary targets alongside their male and female teachers. The fact that it was a girls’ only school constituted one of the criteria of its selection by SchoolNet Uganda. Similarly, SchoolNet chose a boys’ only school in the same region namely Kitunga High school. However this was SchoolNet’s internal gender sensitive programme implementation policy rather than an RCDF strategy. Based on SchoolNet’s initiative, the fund was used to facilitate ICT centres targeting both women and men.

Apart from NGO led initiatives, women also benefited from private businesses. From the Manager Ruhinda ICT centre Bushenyi district, women and girls were part of the beneficiaries just as men. In some cases, women trainees outnumbered men especially senior six leavers and teachers from nearby schools. At the time of the assessment, two females trained at Ruhinda had obtained jobs as secretaries in secondary schools after training in basic computer skills and typewriting. But this was not out of an RCDF special strategy to address women’s needs.

In Mayuge district in Eastern Uganda, another private company, Batud ICT training centre, had 42 people trained in introductory computer skills and Microsoft Office applications namely word, excel and PowerPoint of whom 18 were female. Though there was no special treatment to women and girls in particular, females formed a large percentage of the end user beneficiaries. Batud also reported a discounted computer training programme for schools, where both girls and boys were targeted.

There were other examples from Eastern Uganda too. Women and girls were the majority of training clientele at the Tororo branch of the Kampala International Management Institute. Many accessed the centre for skills that could help them get secretarial employment. Men accessed the centre mainly for internet surfing. At Telecom Equator located in Soroti town, women and girls benefited by accessing the Internet and e-mailing. Students used the cafe for research, and the ratio of men to women was estimated at 4 to 6 implying that females were the majority. Students and nurses acquired skills to better their job opportunities. There was an example of a woman who accessed computer services and was trained in Kiswahili language. She was able to read and send her son email in her local language. At the Mbale branch of Nile Computers Limited, which was one of the major beneficiaries of RCDF, it was reported that men used Internet services most though records showed that more women than men had been trained in computer skills though the majority
were unmarried and students.

In Wakiso district of central Uganda, women and girls were reportedly beneficiaries of the Bugema University project though the centre had no gender disaggregated records to show usage by gender. The RCDF supported project at the university targeted all students, teachers and community members. Women had benefited as part of the student, teachers and surrounding community in accessing the ICT services though there were no gender specific implementation guidelines. At Mubende Light Secondary School ICT Centre, in Mubende district, 150 community members had trained of which 80 were women. Trained students were 530, of which 260 were girls. The centre also had a public pay phone, an online electronic library as well as CDs with subject content. Staff had been trained in MS word and access. Mark sheets were computerised and all teachers had e-mail addresses. Ten female and 20 male teachers were trained in basic computer skills and had access to computers. Other contributors were Uganda Industrial Research Institute and the International Institute for Communication and Development (IICD), which gave the school computers, software, initial training and further training in how to manage the centre. Two of the six ICT centre committee members were women. The ICT help desk officer in the school was a woman and girls were encouraged to use ICTs.

To conclude this section two points have to be made. One is that even when the policy is gender blind, it is possible to have a gender inclusive implementation at organisational level largely mediated by gender sensitive actors. This however should not overshadow the overwhelming evidence that gender blind policies often produce gender blind results. Secondly, the predominance of women in basic computer training is the norm in early computer adoption processes. A study in Mayuge and Iganga found that women were the earliest computer technology adopters because of the feminisation of the secretarial profession where they constitute the majority but soon gave way to men as the technology assumed more complex uses [Madanda 2009]. The real challenge therefore is for RCDP or similar policies to ensure sustained universal ICT access to all gender categories.

8. Impact of RCDF Supported Projects

The impact of the RCDF is difficult to isolate as the changes resulted from multiple initiatives. However, it is possible to pinpoint associated changes including the following:

Access to cheaper ICT services was possible within shorter distances by many including students, teachers and the general public even in remote areas for business, social and educational purposes. Affordable services within shorter distances were especially beneficial to females because many women and girls due to social cultural constraints make restricted travels. Women were reported to be benefiting from internet services by communicating with friends and family members.

There was also direct employment creation in RCDF supported initiatives for
ICT trainers and attendants the majority of whom were men. There were also spin-offs reported. For example, businesses had been started by qualifying trainees some for secretarial services, designing posters, document scanning and photocopying. Trained women had got jobs as secretaries, trainers and ICT centre attendants. Men had improved their careers some as teachers, head teachers or administrators.

One area where RCDF ICT initiatives had made a contribution that was potentially very useful was in education. Through supporting the establishment of ICT centres, there had been the exposure of students and teachers to various ICTs in both girls' and boys' schools, which had enhanced learning through Internet and multimedia. Beyond secondary schools, in both Tororo and Soroti districts, students of commercial courses were getting trained from RCDF supported centres. Female secretarial studies students supplemented their skills from the ICT centres as there was no computer training in some of their colleges.

One observation to make was that women had taken lead in responding to computer services. Through the computer skills acquired, many had benefited by getting employment. It has to be noted however, that most of the centres were engaged in secretarial and elementary skills where women are often the majority. Unless there is specific effort, it is likely as is with the management and ownership of these centres that women may be edged out as skills acquisition and ICT use complexity advances.

9. Gender Specific Challenges

Women were constrained by time. According to a key actor of an NGO that targets women “you have to consider household chores. For market days, women have to be in the market. You have to target your activities on non-market days and in the early afternoon like from 2.00pm to 4.00 pm. After four o’clock, women have to go back home, collect firewood and prepare evening meals except if a woman is a widow.”

In many instances culture discourages women from taking part in public affairs. For example in Mayuge district we learnt that “even if you invited women only, men come in and want to take over...” Culture underpins control of women by their spouses to the extent that some men are described as “very possessive of their wives” making it hard for them to take part in development programmes generally including ICT initiatives. Conditions in the family reportedly affected women more. For instance in Soroti, an example was given where a woman stopped computer training lessons when her husband was transferred from the district. Generally, women suffer cultural confines which “you have to break to get them into a project” said a project leader. Women wanted to first seek permission from their husbands. There are also financial control problems when resources begin to come in as men want to take charge.

Social roles that girls play in homes demand that they are at home early as they may be required to contribute towards household chores like collecting firewood, fetching water and cooking. Orphaned girls were particularly disadvantaged as they were the ones mostly called upon to do such chores. Girls said they feared staying
out late as this exposed them to rape, sexual assault and the resulting dangers of contracting HIV/AIDS. As such courses scheduled for late evening hours were not recommended for girls because they could not return home late and for married women their husbands could not allow them. Men however were not similarly constrained.

10. Conclusion

Overall, it is important to note that the primary reason for establishing the RCDF was because of the failure of the market based system to reach everyone particularly the marginalized and the very poor sections of society. The point of failure of market oriented systems, their benefits notwithstanding, is well known. Simply put, it is not possible to reach everyone based on the market mechanism alone. In stark contradiction of this well known fact, the criteria for supporting projects was based on the market based assumptions tilted in favour of private experienced male dominated business enterprises against not for profit organizations generally but women’s organizations particularly as most of them are focused on social returns or based in the informal sector where elaborate business plans and corporate culture procurement procedures are not the norm. If the fund is to reach the poor, it cannot simply utilize the lenses provided by the market system alone. This alone cannot deliver to the marginalized without a certain mechanism that directs benefits in that direction – that system involves utilizing “gender lenses.”

Neither the RCDP 2001 nor the project selection criteria had any specific gender considerations. Resultantly supported projects did not necessarily address gender concerns. Beneficiary agencies were mainly profit motivated private businesses with a few educational and development oriented NGOs. No agencies that directly accessed funding could be classified as women’s organizations. RCDF’s lack of a gender sensitive implementation strategy had left out many would be potential women beneficiaries especially as managers and proprietors of funded enterprises particularly for computer training and Internet facilities.

Also the RCDF funding strategy of giving more “commercially viable” projects bigger subsidies as compared to less commercially viable projects in rural areas was a prudent strategy. But simultaneously this left out many rural projects. Henceforth the fund was yet to reach and benefit most of the rural population. If not revised, more will be excluded. As noted by Gurumurthy [2006:615] “the fundamental issue in reaching poor women is not one of profitability of models, but the creation of a set of technology-mediated services and products that allow women to be part of the emerging opportunities.”

It is also important that dissemination of information regarding the RCDP/F be improved. Apart from newspaper adverts and male oriented informal channels, there is need to broaden methods of information dissemination. In particular women and the marginalised populations based in the rural areas that the fund targets cannot all be reached by newspapers. There is need to consider advertising and creating awareness using multiple channels such as radio, the internet, mailing lists, posters, brochures and educational agencies. There is also need to share experiences of
already supported projects regarding the benefits, challenges and lessons learned.

Ultimately the RCDP needs to be reviewed so that specific gender sensitive objectives, strategies and targets are included. The review process should be consultative taking into account effective participation of key stakeholders including the public, private sector, academia, women organisations and civil society. Selection criteria need to be amended to include provisions for gender equality.
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Pedagogical and Conceptual Design of An E-learning Environment for HIV/AIDS Education

Bada Joseph Kizito, Jarkko Suhonen

In this paper, we present the pedagogical and conceptual design of an e-learning environment, NetAIDS, for HIV/AIDS education in Uganda. We also identify the first concrete design solutions for the NetAIDS environment, which will be later implemented and evaluated. Our focus is to analyse the first steps towards the design of the NetAIDS environment following a development research methodology. Four important design aspects for the NetAIDS environment are identified. First, the design of the environment should be based on sound pedagogical principles. In our case, we suggest a constructivist approach. Second, the design and development of technological solutions is based on the development research method for generation of a prototypical e-learning environment, which uses scaffolds and new web technologies (e.g. web 2.0) to support Ugandan youth to learn about HIV/AIDS. Thirdly, we present a framework for designing NetAIDS environment in the context of Ugandan schools. Finally, a formative evaluation scheme is presented to provide early feedback from the users so that the designed NetAIDS environment can be modified to suit better suit the needs and requirements of the users. The conceptual and pedagogical design principles for HIV/AIDS e-learning environment can also be applied in other contexts.

1. Introduction

ICT-based HIV/AIDS education and counseling services have been developed in various African countries, such as Uganda and Tanzania [Bloome 2001; Duveskaq 2008]. The existing e-learning approaches for HIV/AIDS education provide limited educational services to children with most solutions presenting static online content, cartoon-based stories and social networks using email as a means of communication [Bada and Suhonen 2008]. In this paper, we present a conceptual and pedagogical design of NetAIDS e-learning environment, which is aimed to provide a fresh perspective to the HIV/AIDS education and counseling services for Uganda youth. The pedagogical and conceptual design of the environment consists of three main components namely the pedagogical design component, NetAIDS system design and cognition design. Computers are nowadays commonly used in Uganda. There is a need to design novel e-learning solutions for HIV/AIDS education to impart the knowledge of the epidemic to the children so that they can protect themselves against the deadly virus. The contemporary Web2.0 tools and social media offer a lot of opportunities for building motivating and inspiring e-learning environments in which children have a variety of approaches to learn new things using different media such as text, graphics, audio, video and animation. The present paper is a first concrete step towards utilizing the possibilities of novel ICT solutions in Ugandan schools. The paper is constructed
as follows. In Chapter 2, we present the pedagogical perspectives and requirements for the design of the NetAIDS environment. Chapter three includes a conceptual design of NetAIDS environment including three main components human-computer interaction, digital resources as learning objects and technological requirements for the implementation of the environment. In Chapter 4, we discuss about the future work including implementations and formative evaluation plans. Finally, in Chapter 5 we provide a summary and conclusion for the paper.

2. Pedagogical Design Of NetAIDS Environment

One of the most fundamental aspects of any ICT-based educational environment is the theoretical perspective behind the design solutions to support the learning processes of learners. Different learning theories establish a philosophical and conceptual framework for learning. According to Gredler [1997], learning theories can work as guidelines for planning educational support for learners, like e-learning environments.

We choose a constructivist approach for the NetAIDS environment for two major reasons: First of all, the children in high schools today are growing up in an environment which is affected by AIDS epidemic, they can share ideas on the effects of AIDS on society using online social networks and they can construct stories to educate fellow children. Secondly, children can learn better from their fellow children as compared to passively receiving knowledge from teachers without the active participation of the children.

2.1 Constructivism as a theoretical foundation to the pedagogical design of NetAIDS

Hadjerrouit [2005] affirmed that constructivism has its roots in the constructivist philosophy. Its central figures are Bruner [1999] and Piaget [1969]. The defining characteristic of constructivism is that knowledge can not be transmitted from the teacher to the learner, but it is an active process of construction. A pedagogy that relies on the constructivist philosophy requires a set of pedagogical guidelines and strategies that can be translated into practice:

- **Construction**: Knowledge is actively constructed by the learners through their interactions with the environment, not passively transmitted by teachers [Booth, 2001]. Knowledge is constructed by using the learner’s prior knowledge as foundation. Teachers serve primarily as collaborators, guides and facilitators of learning, not as transmitters of knowledge [Crowther, 1997].

**Relevance for NetAIDS**

Children are able to construct poems and drama for AIDS education. The educational content for AIDS prevention can be accessed by other children via an e-learning environment.

- **Cognitive skills**: In order to be useful for problem solving, knowledge needs to be related to each other. The process of constructing interrelated knowledge structures
requires cognitive skills that learners do not possess, such as analysis and reasoning skills, analogical thinking, reflection, and self-evaluation. Thus in order to scaffold their performance, instructors should identify problem-solving skills that are specific to the subject matter. The development of a personal growth requires learners to think about their knowledge, understanding, ideas, and beliefs about learning [Avraamidou, Zembal-Saul 2002].

**Relevance for NetAIDS**

It is necessary to introduce children to basic AIDS education with an assessment either in form of questions or puzzle games to test their understanding. The assessment in NetAIDS environment is based of computer games which children can perform to test their understanding of basic AIDS knowledge.

- **Authentic Tasks**: To get students actively involved in knowledge construction, learning activities should focus on realistic, intrinsically motivating problems that are situated in real world tasks [Wilson, 1997]. Rather than applying knowledge to solve abstract problems, knowledge must be constructed in real and useful contexts.

**Relevance for NetAIDS**

Since the teenagers in Uganda today are growing up in societies devastated by AIDS epidemic, they can be in position to construct AIDS prevention knowledge based on real world experiences.

- **Related cases**: Learners should have access to a set of related experiences and cases from previous learners that a student can draw on to represent their deficient knowledge. Analogical reasoning is the key skill of reusing related cases. It includes a search for similarities and differences between the related cases and the new problem to be solved [Hadjerrouit, 2005].

**Relevance for NetAIDS**

Debates and drama are common practices in high schools, so the students have skills to organize AIDS preventive education in form of drama and poems from the experiences they have in school drama and debates.

- **Collaboration**: Learning occurs not in isolation but by means of people working together, and as they exercise, verify, and test their knowledge through discussion, dialogue, and playing computer games. Hence learning should take place in an environment that supports collaboration, social negotiation and interaction, because as a learner gains experience in social situation, this experience may verify a learner’s knowledge constructions [Bolhuis, 2003; Duffy and Cunningham, 2001].

**Relevance for NetAIDS**

This practice of collaboration for learning purpose is well facilitated by web 2.0 technologies being proposed for HIV/AIDS education and counseling services.

- **Information Technology**: The design of a constructivist learning environment goes far beyond the computer material itself, but well-designed web-based technology may facilitate constructivist learning when it provides learners the information they
Relevance for NetAIDS

The vision here is to use web 2.0 tools for students to exchange messages in group discussion on issues to do with fight against AIDS epidemic. Students also need to evaluate their own knowledge by playing an online computer game on HIV/AIDS prevention education.

2.2 Other pedagogical requirements

We can also identify practical requirements for the pedagogical design of the NetAIDS environment. First, the children should contribute and share information freely on preventive actions, they should freely communicate among themselves on how to cope up with the trauma AIDS might have caused in affected families. Second, a variety of approaches should be used for communicating preventive information to the children using different media, e.g. instruction as online text and graphics, multimedia lessons recorded from HIV/AIDS instructors and counselors, real world stories constructed by children to educate fellow children and an automated online database for provision of counseling services by fellow students and teachers or AIDS counselors. Thirdly, the NetAIDS environment should be designed to support learning principles suitable for the main audience of the environment, e.g. teenagers and online teacher’s tasks. The following pedagogical design aspects are also taken into consideration during the design and implementation of the NetAIDS environment [Vrasidas 2004]:

- Planning and identifying goals and objectives,
- Standards and content for the course,
- Conducting learner and audience analysis,
- Identifying technology requirements,
- Reviewing other similar courses,
- Facilitating the content analysis,
- Reviewing samples of evaluation activities to match objectives and content,
- Examining templates for syllabus design for a variety of levels and selecting the appropriate activities and;
- Choosing the right media attributes to support the objectives of the learning experience.

2.3 Use of scaffolds in the NetAIDS environment

Scaffolding is one of the concrete educational construct based on the constructivist learning theories. The concept of scaffolding is closely linked to the idea of the zone of proximal development [Gredler, 1997; Vygotsky, 1978]. Scaffolding refers to the change of level of support. When a student is learning something for the first time, a skilled person may use direct instruction, but as the student’s competence continues to grow the amount of guidance given becomes less. Scaffolding is in most cases used to support students to reach the upper limits of their zone of proximal development.
We have analysed some of the existing web technologies that can be used to scaffold children in HIV/AIDS education. We eventually identified design principles for using scaffolds in the NetAIDS environment.

The evaluation approach we have presented in Table 1 describes how effective the NetAIDS environment achieves the objectives of learning and how learners benefit from it in terms of quality of instruction, usability issues and motivation to use NetAIDS.

**Table 1: Learning principles and theories for designing and evaluating content for AIDS Education**

<table>
<thead>
<tr>
<th>Learning Principles</th>
<th>Scaffold design in NetAIDS</th>
<th>Evaluation approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Cognitive development has limitation to a certain range at any given age.</td>
<td>Provision of online chatting services for children to ask questions to teachers and HIV/AIDS counselors so that they get replies to challenging issues they experience in real life that can lead them in getting HIV/AIDS infection.</td>
<td>1. The type of instructor’s response and the time to respond when the student has a question to ask or is experiencing difficulty. 2. Effectiveness of the variety of support in the forms explanation, example, question, summary, suggestion or encouragement</td>
</tr>
<tr>
<td>2. Social interaction is the foundation for full cognitive development.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Knowledge needs to be presented in an authentic context, i.e., settings and applications that would normally involve that knowledge.</td>
<td>Online participation by children through demonstrations that educate fellow children to keep away from temptations that leads to HIV/AIDS infection.</td>
<td>Video content analysis. Evaluation of video education in form of interview to children. Questionnaires to assess the learners’ knowledge of the interactive stories.</td>
</tr>
<tr>
<td>2. Learning requires social interaction and collaboration.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. The instruction should address the experiences and contexts that motivates the students to learn (readiness),</td>
<td>Children should build stories constructed from their real world experiences. These stories can educate other children. Introduction of online educational resource for access by children (youth) for awareness creation and to impart HIV/AIDS knowledge in them.</td>
<td>Children can be interviewed to find out the points they get from stories in HIV/AIDS preventive education and counseling support services. Provision of computer games for NetAIDS education to evaluate children’s basic knowledge in HIV/AIDS education.</td>
</tr>
<tr>
<td>2. The instruction should be well organized so that the student can learn from it with minimum difficulty</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. The instruction should be designed in such a way that a student goes beyond the given information to come up with new discoveries.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3. Conceptual Design Of NetAIDS

3.1. A conceptual design framework for NetAIDS

The proposed conceptual design framework (see Figure 1) for the NetAIDS environment in the Ugandan school context has three main components namely: (1) the human computer interface that describes the physical interaction between the user (high school student/teacher) and the computer, (2) the digital resource which is the actual educational material and the content generated as a result of interactive activities between the learners and the instructors, and (3) the technological requirements for implementation of the NetAIDS environment. The purpose of the conceptual design framework is to provide a comprehensive picture of the socio-technical innovations for supporting HIV/AIDS e-learning environment. The framework can be used to design NetAIDS learning activities, such as creation of locally relevant educational material in HIV/AIDS, sharing of experiences and best practices in HIV/AIDS prevention, collaborating and interacting with peers nationally and internationally and supporting the actions of various actors in changing roles (e.g., student, teacher, facilitator, learning coach, human resource or education manager).

3.1.1 The human computer interface

The human computer interface depicts the interaction between the computer and the user (student/teacher). A user interacts with the computer in the NetAIDS environment when accessing instructional materials for AIDS basic knowledge, playing NetAIDS game, interacting with the social network consisting of peer learners and teachers, exchanging text messages with other users in NetAIDS environment, and accessing multimedia educational content and counseling services.

3.1.2 Digital resources

An important aspect of the conceptual design framework for the NetAIDS environment is the provision of educational content and support services in the form of learning objects and learning tools. A learning object can be defined as "a resource, usually digital and web-based, that can be used and re-used to support learning. Learning objects offer a new conceptualization of the learning process: rather than the traditional "several hour chunk", they provide smaller, self-contained, re-usable units of learning" [Jenny 2006]. A learning tool is a small application designed to support learning, studying and teaching activities. The conceptual design framework proposes that various learning objects and tools should be created to provide a variety of different services for HIV/AIDS education;

- Learning modules which should be designed for the NetAIDS environment emphasizing the origin of AIDS, ways of spreading, preventive education, positive living, care for AIDS orphans, etc
- Application of Web2.0 tools for creating social networks between children and teachers of high schools. For instance, a wiki tool could be used by children to communicate, discuss, and generate preventive HIV/AIDS knowledge.
• Activating user created educational content – this can be created by building children stories and recorded teachings for online access.
• Counseling services by automating responses to frequently asked questions using web database and online counselor’s services accessible by use of chat tools and Skype.
• Mobile phone messaging by use of mobile phones.
• NetAIDS games for evaluation of children’s knowledge.

3.1.3 Technological requirement

The technological requirements define the implementation solutions and technologies which are used to create the NetAIDS environment. The technological solutions include web 2.0 tools for social networks, Eden windows environment for computer games and database management system. The exact decision concerning the implementation decisions will be made during the later stage of the development process.

Figure 1: The conceptual design framework for NetAIDS environment
3.2. Use scenarios to illustrate the added value of NetAIDS to Ugandan Schools

The following user scenarios provide a concrete picture of how the NetAIDS environment would function in practice:

1. Introductory instructional materials provide an introductory lesson to HIV/AIDS education explaining to children ways of getting AIDS disease and ways of avoiding it, this could also extend to ways of taking care of people infected with AIDS. After the users have taken the introductory session, an online assessment is used to evaluate the knowledge of the children. Another approach to instruction delivery and counseling services can be by providing an online multimedia content in which recorded instructions from teachers and counselors is accessed by school children.

2. At any time children can ask questions or the system can prompt the children to ask questions related to HIV/AIDS. The automated frequently asked questions service would compile a response to the questions.

3. Networking among children can be supported by the wiki in which specific discussion topics, for example “HIV/AIDS epidemic: Advice to the children”, can be presented to children to contribute ideas.

4. Use of mobile phones can also promote communication among youth although this is limited as mobile phones are prohibited for children to use in Ugandan schools, but this can still serve children who are having vacation at home.

5. Various NetAIDS games are used to motivate and enhance learning of the AIDS/HIV knowledge. The games can also be used to assess the students’ knowledge of the basic AIDS/HIV concepts.


4.1 Implementation plans of NetAIDS

Educational data has been collected from selected high schools in Uganda. This data collected includes students’ drama and poems. Learning modules have been developed with corresponding computer games for evaluating students’ understanding. The first prototype of NetAIDS is being developed and will be ready by mid July 2009.

4.2 Role of formative evaluation in future development

Formative evaluation is a continuous process throughout the design and use of the digital learning environment. This evaluation seeks to find out the parts of the digital environments that work and the justification that they work [Van Den Akker, 1999; Reeves 2000]. The main purpose of the formative evaluation is to change the functionality and design of the environment based on the feedback received from the expected users of the environment. Hence, the formative evaluation feeds back into the development process of a e-learning environment. The aim is also to identify other success factors as the popularity of the environment among learners and usability issues. A formative evaluation enables collection of information from the users of the e-learning environment for the purpose of redesigning the system in order to improve...
on it. According to [Reeves and Hedberg 2003], formative evaluation should start at the early stages of the development of an e-learning environment. This can be done by gathering learners’ opinions, responses and suggestions to practical problems in order to get guidance for future development. The proposed methods for formative evaluation for NetAIDS are user reviews, usability testing, alpha, beta and field tests of prototyped NetAIDS environment with a wide representative of potential users.

5. Summary And Conclusion

An e-learning environment for HIV/AIDS education has a lot of potential of increasing AIDS education outreach to children in Uganda many schools have computer labs with Internet connectivity. When building an e-learning for educating children, the design should not only focus on technology alone but pedagogical and cognitive aspects of the children should be incorporated in the design process. Children can be motivated to learn online when the online content is logically organized. We propose to use constructivist learning principles in the pedagogical design of the NetAIDS e-learning environment for HIV/AIDS education. Additionally, we propose a conceptual design for the NetAIDS environment. The next step in the design and development process is to apply the pedagogical and conceptual design framework in a creative way in order to implement an evolutionary prototype for the NetAIDS environment. Formative evaluation of the early prototype will provide also valuable information related on how to improve and refine the conceptual and pedagogical design of the NetAIDS environment. The pedagogical and conceptual design of the NetAIDS environment presented in this paper can also be applied in other contexts to implement e-learning environments for HIV/AIDS education.
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Assessing Appropriate ICT with ARIS case in Mozambique

Markus Pscheidt, Victor Van Reijswoud and Theo Van Der Weide

ICT projects in developing countries need to integrate requirements of the local context in order to be successful. Appropriate Technology (AT) has been applied in many domains to deliver technological solutions that are suitable to the local contexts for which they are intended. The Appropriate ICT framework has adopted the principles of AT within the domain of ICT. This paper assesses the Appropriate ICT framework in the context of developing and implementing an Academic Registry Information System (ARIS) in Mozambique, and proposes an enhancement to the Appropriate ICT framework in order to facilitate further research on appropriate ICT tools and methods.

1. Introduction

The difficulties reported in Information and Communication Technology (ICT) projects in developing countries [Heeks 2002; Avgerou 2008] suggest a need to improve our implementation of ICT projects. These difficulties include weak sustainability and scalability and missing organizational capacity to pursue change, and lead to underutilized and abandoned projects. In this paper we will examine how the Academic Registry Information System (ARIS) was implemented in Mozambique in order to assess whether or not the Appropriate ICT Framework can resolve some of these difficulties.

Appropriate ICT has been formulated by Van Reijswoud [2009] based on the principles of Appropriate Technology as stated in the AT source book [Darrow & Saxenian]. Appropriate ICT is an attempt to facilitate suitable technologies for ICT projects in developing countries and consists of three components: hardware, software and organizational change management. Many AT artifacts in domains such as energy and water supply are hardware artifacts. The software component has different characteristics. Some of these characteristics fit in well with the AT concept, while other characteristics pose special challenges. Implementing an ICT artifact in an organization is a process during a certain period of time and brings organizational change with it.

All three components - hardware, software and organizational change management - play an important part in the ARIS case study. Guided by the experiences of ARIS up to now, we show that Appropriate ICT is a useful perspective throughout the project lifetime to reflect on challenges and aid in the selection of appropriate tools. Finally, we encourage further research on appropriate tools to provide practitioners with best practices suitable in specific contexts.

The next section will introduce the concept of Appropriate Technology (AT) and the Appropriate ICT Framework. Then the study and the context of the ARIS case are
described. This is followed by observations of the relationship between software and Appropriate Technology principles. After this the study results are presented. Finally recommendations and conclusions are given.

2. Appropriate Technology and Appropriate ICT

Appropriate Technology (AT) is defined by Wiser Earth as follows [2009]:

“Appropriate Technology (AT) is an applied engineering science suitable to the level of economic development of a particular group of people. Ideally, AT is decentralized, can be used and operated by most of the concerned citizens (i.e. does not require outside operators), uses local or regional fuels and materials in an efficient manner, and involves machines that can be locally repaired. It is sometimes called ‘alternative technology’ and sometimes used for the ‘best choice’ of a technology no matter how complex (‘green technology’).”

Appropriate Technology has been applied in many domains such as architecture, building, energy and water supply [Darrow & Saxenian, 2009]. There have been a few Appropriate Technology initiatives in the domain of ICT, such as One-laptop-per-child (laptop.org) and the Simputer (www.simputer.org) have tried to provide appropriate hardware, Damn Small Linux (www.damnsmalllinux.org) and UbuntuLite (www.u-lite.org) try to provide software solutions for low-cost hardware. The aspect of organizational change has not received much attention in AT. Appropriate ICT takes a closer look at the complexities of ICT projects and integrates organizational change.

Appropriate ICT is defined by Van Reijswoud [2009] as “the integrated and participatory approach that results in tools and processes for establishing Information and Communication Technology (ICT) that is suitable for the cultural, environmental, organizational, economic and political conditions in which it is intended to be used”. The theoretical considerations on which the Appropriate ICT framework is based consist of the distinction between product - the technical artifact itself - and process of introducing this artifact into the target organization or the respective environment. The process perspective is vital during the implementation phase and is guided by Community Informatics (CI) practices, involving the community itself in the adaptation of the ICT artifact.
Figure 1: Focus of the Appropriate ICT Framework

The proposed Appropriate ICT Framework is based on the traditional Systems Development Life Cycle (SDLC) and extends it with tools and approaches which shall guide the ICT solution to greater appropriateness and thus effectiveness in implementation. A basic set of tools is given and the Appropriate ICT Framework encourages to propose further tools which address cultural, environmental, organizational, economical and political aspects of ICT projects. Figure 1 shows the Appropriate ICT framework extended with possible tools that can support the process. Furthermore, a set of key guiding questions integrate the 10 rules of AT and are structured along the phases of the Systems Development Life Cycle (see Table I).

Table I: Key guiding questions

<table>
<thead>
<tr>
<th>Hardware</th>
<th>Software</th>
<th>Change mgmt.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definition phase</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Specific HW requirements in terms of climatological and environmental conditions?</td>
<td>- What are the needs?</td>
<td>- What ICT knowledge levels?</td>
</tr>
<tr>
<td>- What are the possibilities in terms of enabling factors (Internet connectivity, electricity)?</td>
<td>- What are the expectations?</td>
<td>- What the financial constraints?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- What is the cultural context?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- What added value is created?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- How is the economic equilibrium affected?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- What new ways of working are introduced?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- What will the impact be of the system in terms of organizational change?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- What is the involvement in the idea generation of key decision makers (political leaders, religious leaders)?</td>
</tr>
</tbody>
</table>
3. Description of the study

This study builds upon a single-case study of the development and implementation project of the Academic Registry Information System (ARIS) in Mozambique. The functionality of the system is to manage academic information including studies, students, exams and marks, taking into account the specific Mozambican reality and requirements. The project has started in 2005 and this study was conducted at the final stages of the project in 2009. The project has run through all stages of the software development life cycle and at the time of writing the software product is in use. Since the Appropriate ICT framework has been only recently presented by van Reijswoud [2009], it has not been applied during the ARIS project. Through a reconstruction of events of the project, the Appropriate ICT framework is assessed.

The objective of this study is to evaluate the usefulness of Appropriate ICT framework, including its “guiding questions”. The study questions are:

- In which way is the Appropriate ICT framework useful during project lifetime?
- How would the use of the Appropriate ICT framework during the ARIS project have improved the outcome?

<table>
<thead>
<tr>
<th>Design phase</th>
<th>Construction phase</th>
<th>Installation phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>- What is offered on the local market?</td>
<td>- What local skills are available?</td>
<td>- Is all the equipment well protected?</td>
</tr>
<tr>
<td>- What are physical constraints?</td>
<td>- Are features in line with skills?</td>
<td>- Has the system been tested with all stakeholders?</td>
</tr>
<tr>
<td>- What the financial constraints?</td>
<td>- Are local skills and knowledge being developed?</td>
<td>- Are all stakeholders involved in training program?</td>
</tr>
<tr>
<td></td>
<td>- Are free and open source alternatives considered?</td>
<td>- Is the added value made clear?</td>
</tr>
<tr>
<td></td>
<td>- Are the systems well documented?</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- What interoperability needs?</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- What localization is needed?</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- What flexibility is expected?</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- What are the information needs of the various target groups?</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- How will these needs evolve?</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- How do the expectations change?</td>
<td></td>
</tr>
</tbody>
</table>

3. Description of the study

This study builds upon a single-case study of the development and implementation project of the Academic Registry Information System (ARIS) in Mozambique. The functionality of the system is to manage academic information including studies, students, exams and marks, taking into account the specific Mozambican reality and requirements. The project has started in 2005 and this study was conducted at the final stages of the project in 2009. The project has run through all stages of the software development life cycle and at the time of writing the software product is in use. Since the Appropriate ICT framework has been only recently presented by van Reijswoud [2009], it has not been applied during the ARIS project. Through a reconstruction of events of the project, the Appropriate ICT framework is assessed.

The objective of this study is to evaluate the usefulness of Appropriate ICT framework, including its “guiding questions”. The study questions are:

- In which way is the Appropriate ICT framework useful during project lifetime?
- How would the use of the Appropriate ICT framework during the ARIS project have improved the outcome?
• Is the set of guiding questions complete? Can we find suggestions for improvement?
• How can we guide tool development in order to facilitate reuse between ICT projects?

To investigate the study questions, the study made use of the “guiding questions” as formulated by the Appropriate ICT framework. These guiding questions are the means of the Appropriate ICT framework to address relevant issues related to hardware, software and organizational change management. The questions were therefore answered to reflect project challenges. In a second step this picture was contrasted with the actual situation in the ARIS project to evaluate the usefulness and completeness of the picture drawn by the Appropriate ICT framework.

The results of this comparison were strong enough to be used to suggest some improvements to the Appropriate ICT framework.

The sources of evidence for answering the guiding questions for the ARIS project were documents, interviews and participant observation – the latter by assuming a role as a technical expert in the project.

4. The ARIS case

In the following the case of the development and implementation of an Academic Registry Information System (ARIS) at the Catholic University in Mozambique (UCM) will be presented, with the intention to verify the usefulness of the Appropriate ICT framework. This section consists of a description of the context of the case, followed by responses to the guiding questions of the Appropriate ICT framework to verify that a complete picture of project complexity can be developed. Then, the tools which were used during the various cycles of the system development life cycle are described. Finally, some observations are made on the special characteristics of the software development part of the project.

4.1 Context of the case

The case described here focuses on the development and implementation of an Academic Registry Information System (ARIS) at the Catholic University of Mozambique (UCM). The objective of the system to manage academic registry information at Higher Education institutions. The data is stored in a database and can be used to automatically retrieve reports like student lists, certificates, student cards and statistics. The need for such a system has been expressed by several Mozambican universities, since data has been managed mainly with spreadsheets which is labor-intensive, error-prone and not scalable enough for increasing student numbers.

The incremental development model [Davis et al. 1988] was used as the basic software development methodology. After the construction of a partial system, all stakeholders were involved on a regular basis to review progress and provide feedback for further system development.

The information system has been developed by a combined effort of several Mozambican universities, the Ministry of Education and Culture (MEC) and two Dutch
universities. These stakeholders worked together within a development cooperation project funded by the Dutch government and locally coordinated by the MEC. The UCM was one of the beneficiary universities because of its presence in the central and northern provinces of Mozambique. The viewpoint of this case is mainly from the perspective of the UCM as one of the target organizations, but the whole effort was a collaboration between all involved actors, whose input was important for the success in each of the Mozambican target universities. The software development has been done mainly on the Dutch side, in order to provide the necessary competence which was lacking on the Mozambican side. The coordination of most activities like workshops was done by the MEC in Mozambique.

4.2 Hardware, Software and organizational implementation

ARIS has been designed as a client-server architecture and built on Open Source components. Data is stored in a central database. The application logic runs on an Apache Tomcat server providing HTTP content to clients. The clients use a web-browser to access the server. Each user has a separate login and password, and an associated user role to limit the user's privileges in the system.

The system is based on Open Source components. PostgreSQL is used as the database and Apache Tomcat as the web server. Furthermore Open Source frameworks like Spring and iBatis are used as building blocks of the software system. Furthermore the system has a modular architecture which comprises a kernel, a reporting module, a scholarship module, a fee module and university specific extension modules.

UCM leased a virtual Linux server from a provider in the United States on which ARIS is deployed. This allows client access from any Internet connected computer via a web browser. Clients use Mozilla Firefox or Internet Explorer to access the ARIS application. The hardware requirements on the client side are a computer with connection to the Internet. All users used Microsoft Windows as an operating system, although this is not a requirement.

UCM has faculties in different cities in central and northern Mozambique. Each faculty has academic registry staff which is trained in common workshops and on the job. The process is further facilitated with the help of technical experts by importing existing academic data into ARIS, so that the benefits of the new system are more obvious to users. These benefits include automatic creation of certificates and statistics built on data existing in the database.

4.3 Tools used

During the various stages of the SDLC many tools have been applied in order to achieve project results and to deal with the given reality. These are illustrated in Figure 2.
5. Observations of SW characteristics

ARIS has a strong software component, so it is pertinent to make some observations about software in relation to Appropriate Technology principles. Many AT artifacts are “hardware” artifacts; for example appropriate cooking stoves. There are several factors unique to software artifacts, as observed in the ARIS case. Some examples are:

- Software production is rather complex [Xia and Lee 2004], which does not easily fit with the AT emphasis of simple technologies. Nauman et al. [2005] give a case study of the complexity of a software development project in a developing country in which they demonstrate considerable complexity in a seemingly simple information system project.

- Because they are complex and need a lot of resources, software systems should not be reinvented by each organization which needs a certain type of software. Uwadia et al. [2006] describe a case study of the collaborative development of information systems with the university environment in Nigeria. The collaborative approach was viewed appropriate for Nigeria because of a high degree of similarity in the core functions and activities needed to support the administration and management of the universities. In such a context, uniform software can be developed at a cost shared by all participating institutions, which can easily be customized to suit each institution’s individual needs. In addition, many universities in developing countries do not have the capacity to develop the required software on their own. For software systems, collaboration should be emphasized and investigated further. But collaborative work without face-to-face contact and without immediately visible benefits for the community involved is not common behavior, so proper ways of organizing collaborative software development need to be investigated and developed.
• There is a design challenge for software systems to allow adapting the system to specific needs of each implementing organization.

• Software needs constant, ongoing development to respond to changing organizational needs [Lehman and Ramil, 2001].

• AT has a "village" orientation [Darrow and Saxenian] but software systems are not typically developed and used in remote villages (which often do not have electrical power). Eventually, the village in this case can be reinterpreted - as organizational communities which, according to AT, shall seek to understand their own needs and how to solve them by their own means.

These observations show the importance of community networking – which is an important aspect of the AT concept. Appropriate ICT orients itself more particularly at the field of Community Informatics [Gurstein 2000], and further tools and methods should be investigated for the community networking aspect, i.e. for the coordination of inter-organizational collaborations for the development and maintenance of ICT systems.

However, software also has characteristics that fit in well with the AT concept: Software production needs small amounts of initial capital; computers and Internet connections are the only investment. It is labor-intensive and has the potential to offer more productive solutions than traditional information management technologies such as pen and paper and plain office applications like word processors and spreadsheets. Furthermore, collaborative software development offers possibilities for local experts and entrepreneurs to get involved if organized properly, e.g. in an Open Source Software approach.

The ARIS case has a strong software part, and one of the conditions for success is that the system is reliable and not error-prone which is a condition for user acceptance of the system. To maintain the code-base constantly in good shape needs experienced software developers. This is a challenge to be achieved in a compatible way to the Appropriate Technology principle that the technology should be maintained by local stakeholders without the need for external expertise.

The high level of skills required to develop and maintain the code-base of a software project bring some serious challenges for sustainability and support. In the ARIS case, no single university is likely to have both the capacity and the acceptance of the other universities to maintain a software system like ARIS on its own. This makes the question of appropriate support and sustainability a crucial one. Donor funding with the development cooperation project was limited to the time needed to develop the system and to do a certain amount of user training. The knowledge transfer and the building of appropriate local structures with accompanying negotiations between the stakeholders will take a longer time. To summarize, the complexity of the system itself is a big challenge for the sustainability of the system and its necessary accompanying support units.
6. Results

In the following the results of the study are presented. First the overall usefulness of the Appropriate ICT framework is reported. Then the two elements of the framework are viewed separately: the “guiding questions” are analyzed for completeness, and guidelines are presented for appropriate tool development.

6.1 Usefulness of Appropriate ICT framework

In our study we have found the following arguments in favor of the usefulness of the Appropriate ICT framework in the ARIS context:

- It gives a good picture of the project reality as it helps to discover ignored aspects.
- The guiding questions can be applied repeatedly throughout the project lifetime to react on changing project realities.
- Analysis through guiding questions aids in proper tool selection.

6.2 Completeness of guiding questions

The guiding questions comprise questionnaires in three areas: hardware, software and change management. The completeness of the questionnaires is considered as follows:

The hardware guiding questions gave a complete picture of project reality by revealing given challenges with Internet connectivity, environmental factors and staff competency.

The software questionnaire covered many important aspects. The following should be considered and integrated:

• In order to analyze the complexity of a project it is important to distinguish if existing software is used or software is developed as a part of the project. In the latter case the complexity of the project is increased and proper staff is needed, even after the construction phase has finished, during operation and maintenance.

• Software requires skills in three different areas: user skills, technical skills for system maintenance and software development skills. This distinction is not present in the questionnaire.

While in the area of organizational change many challenges were revealed, some of which have not been properly dealt with in the ARIS project, the questionnaire gave a good picture in terms of completeness. The application of the questionnaire showed that the area of organizational change was undervalued in the project as it was set up in relation to hardware and software.

6.3 Tool description

The Appropriate ICT framework in its current form does not provide guidelines for the description of tools, while a good description of tools makes them easier understood and reusable in other projects. We found in the analysis of tools used in the project that there is a common set of characteristics that are helpful to give a concise description of tools, and we suggest to add to the Appropriate ICT framework a set of tool description questions as follows:
• What is the context for which the tool is appropriate?
• What is the problem to be solved by the tool and what is the goal to be accomplished?
• How does the tool relate to local culture, environment, organization, economy and/or politics?
• In which step(s) of the System Development Life Cycle (SDLC) is the tool used?
• What are the necessary preconditions, e.g. availability of resources?
• What potential difficulties can arise as a consequence of the application of the tool (risks)?
• Are there any indicators which can be used to measure the success of the tool?

Table II shows an example how a tool can be described based on the given set of questions.

**Table II: Example of a detailed description of a tool**

<table>
<thead>
<tr>
<th>Tool:</th>
<th>Involvement of local software developers during system development: Report and scholarship modules development on Mozambican side.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Context:</td>
<td>Development cooperation project where a software development team in the developed country needs to transfer knowledge to a software development team in the developing country.</td>
</tr>
<tr>
<td>Description:</td>
<td>The tool is about giving parts of the system development to the local side; at the beginning small parts and increasingly bigger parts. This is a form of knowledge transfer. The process needs to be initiated by a proper training of the relevant aspects of the system.</td>
</tr>
<tr>
<td>Phase:</td>
<td>Construction</td>
</tr>
<tr>
<td>Problem addressed:</td>
<td>Missing capacity of local software developers.</td>
</tr>
<tr>
<td>Goal of tool use:</td>
<td>Local software developers shall be able to execute basic software development tasks for the application.</td>
</tr>
</tbody>
</table>
| Potential difficulties: | • Local software developers need some guidance. This is difficult if the competent contact persons are far away in the developed country. This can be facilitated by the presence of a development worker who stays with the community of local software developers.  
• Conditions for local software developers may not always be appropriate. They may have other duties besides their involvement in the project so they need the commitment by their superiors, sufficient time and proper equipment.  
• The structure of the software system and its code base needs to allow that people in different locations around the world do not interfere with each other when working on the system. This can be facilitated by a modular structure and a central code repository. |
Experience in ARIS:
The practical experience in ARIS is that local guidance and proper working conditions make a big difference. After a three-weeks developer workshop in the Netherlands one team of local software developers got the task to develop a scholarship module. Although the module was specified and designed, the local team did not achieve to continue their work once they team members returned to Mozambique. They had other duties and missing commitment from their superiors. Another example was the development of the reporting module which was successfully developed by another local team supervised by a development worker. After that many other tasks have been done by the same programmer under supervision and increasing communication with the team in the Netherlands via a mailing-list. In this case, the competency is present for the university to further adapt the ARIS for their own needs as well as being a resource for further development of ARIS in general.

7. Conclusions
The case study confirms that ICT projects in the developing world are confronted with major challenges. Scarcity of equipment, financial means and skills demand careful assessment of the needs and often require alternative approaches. The Appropriate ICT framework promises to be useful to tackle the complexity of ICT projects in developing countries.

In this paper we made observations of software characteristics in relation to Appropriate Technology principles, evaluated the usefulness and completeness of the Appropriate ICT guiding questions and suggested a framework for development of appropriate tools which fit into the Appropriate ICT framework. We recommend further development of appropriate tools in order to aid practitioners in successful ICT project implementations.
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The Effect of Cultural Differences on Software Development

D Patel, C Lawson-Johnson & S Patel

This study investigates the cultural issues concerning software development in which the United States (US) and Europe outsource their Information Technology (IT) offshore to emerging countries. Though the benefits of Offshore Software Development (OSD) may result in reduced labour costs for UK and Europeans software development companies; there are concerns about the practice as there are other impacts. The virtual setting of the global environment inhibits team cohesion and interferes with the communication process as the teams collaborate across both regional and functional boundaries. This presents challenges in the cross-cultural relationship of OSD projects as it influences work ethics, task performance and other factors, not just at a management level but at all levels in the organisation. Evidence of the dynamic effect of culture is demonstrated through the experiences of experts associated with OSD; highlighting cultural variables that negatively influence the quality, time and cost of software development.

1. Introduction

Traditionally software is developed within a company’s Information Technology (IT) department or a few stages are outsourced to other developers within the same region. In the 1990’s, another category of outsourcing, offshoring was adopted as a method of dealing with severe shortages of IT professionals in the United States and Europe. With an abundance of skilled IT professionals in emerging countries such as India, software development was transferred to IT offshoring destinations to benefit from the pool of global talent which allowed for quick assembling of fully staffed project teams. This enabled IT projects to be completed quickly, within the schedule time and budget, thus resulting in huge profits for software development companies [Igbaria and Shayo, 2004].

Within a decade, the globalization of many IT firms, such as Microsoft, International Business Machines (IBM) and others, has contributed to software development being transferred to a number of other emerging countries in Asia, including China, Philippines, Singapore, Malaysia and others. The main benefit of OSD for US and European IT firms may be highlighted by the difference in wages for IT professionals. [Igbaria and Shayo, 2004] reported that IT professionals’ wages in India were approximately 50% less than a US software development contractor. Though wages in Asia may have increased over a period; evidence still shows that increasing trends in offshoring have caused significant changes to the IT job markets. A global IT offshoring report from Horasis [2005] confirmed that US software development companies have cut full-time jobs by 50 percent removing large capital and valuable jobs from the US job market. In Europe,
the job of basic programming has drastically been reduced as software companies will often choose to subcontract IT projects [Meyer, 2006]. The trend in offshoring has caused many concerns for the IT Industry as it impacts on the process of software development as a whole.

Today, many software development companies are disappointed with the results of offshoring projects proving that OSD is more complex than finding IT skills and resources in low cost locations. According to Meyer [2002], at least 40 percent of software development offshore projects failed in delivering the expected benefits; mainly due to soft issues that cause problems and inhibit project delivery. Currently, there is very little analysis on soft issues such as cultural differences due to the difficulties in measuring the effect of the human factors of the process [Cherry and Robillard, 2008]. As software development heavily relies on human interaction to removed ambiguity from the development stages, it is important to determine the elements that inhibit the success of OSD projects. Studies of global teams in a virtual setting show that cultural differences affect work ethic, work hours, preferred method of communication, revering hierarchy and other factors which may have a negative influence on the experiences of team members [Edwards and Sridhar, 2002]. Therefore an awareness of the cultural factors that may impede the success of Global Software Development (GSD) may assist in effective management of OSD projects.

This study focuses on the cross-cultural context of GSD environment in an effort to determine the effect of culture on software development. In section 2, the nature of OSD environment is described and the concept of culture is defined to show how cultural differences may influence the software development process. Section 3 describes the process used to examine the problems and complexities associated with cultural differences in OSD, while Section 4 reports the research findings. The findings look at experts’ view of how cultural differences interfered with the success of offshoring projects and further demonstrate the dynamics of culture on the global process of software development. Finally, section 5 concludes by summarizing the main findings of the cultural impact on OSD projects and suggest future work in the area of IT offshoring.

2. Global Software Development Structure and Culture

The traditional approach of face-to-face in-house software development has been shifted to a more “virtual” nature using advanced communication technologies such as teleconferencing, videoconferencing, emailing and NetMeeting. This presents challenges in the management of GSD as team members are from a number of nations with varied social, economic and cultural background and are in diverse locations both onsite and offsite, spread geographically over time zones [Dafoulas and Macauloy, 2001]. Team members also belong to two or more organisations or one organisation and its subsidiaries, in contractual agreements across national boundaries [Huang and Trauth, 2007]. The separation due to the distance between team members interferes with the interaction process including feedback mechanisms, which are necessary for the advancement of the software development stages. For example, the time difference of 10 hours between
the US and India may create difficulties in scheduling of conference calls and meetings. Tasks that are passed backwards and forwards overnight may also encounter delays in clarifying information. Severe communication problems may develop which impacts directly on product delivery [Kobayashi-Hillary, 2005].

The software development stages are communication-intensive especially the requirements stage which is relied on to remove ambiguity from the process. Edwards and Sridhar [2006] confirm that mistakes made in this stage are passed into the latter stages of the development cycle. Even though English is the standard language used to communicate in offshore projects, among the participants there are variations of the language which influences the stages of software development. As a result, some participants are more comfortable with reading than speaking or listening to the language. Thus the team face challenges in pinning down requirements due to diverse interpretation and understanding while relying on sophisticated communication technologies [Huang and Truth, 2007]. The problems encountered in clarifying requirements create delays which impact on the project schedule. Similarly, odd English phrases are reported in the coding stages which require extended time in clarify terminologies and levels of details [Matloff, 2005]. When difficulties are frequently experienced with documentation, it increases the budget which may contribute to the failure of OSD projects.

Culture is a multi-faceted concept which is described by Hofstede [1982] as “the common characteristic which distinguishes the members of one human group from another.” It may be applied in terms of nations or regions or ethnic groups, but also to the collection of human groups within organisations. Global software development benefits from the differences in culture as it promotes creativity, innovation, and enables the adaptability of software to different nations in the global IT markets [Huang and Trauth, 2007; Edwards and Sridar, 2006]. However, cultural differences influence the relationship among GSD teams as it subtly shapes individuals’ perceptions, attitudes and behaviour [Mullins, 2007]. Studies by Olson and Olson [2003] exemplify how the US approaches software development differently compared to the Middle East. Time and deadlines are taken seriously in task orientated cultures, such as the US, than in other relationship orientated cultures, such as in India. Therefore team members from the US will settle down to work more quickly than their colleagues from the Middle East, who will spend more time getting to know each other. This implies that the teams’ impression of each other is unconsciously influenced from the beginning of OSD projects which may affect the day-to-day operation of the team. Subsequently it creates problems for the team to relate to each other which increase complexities in the management of projects; this further impacts the outcome of software development.

3. The Process of Investigating Software Development Offshoring

Data Collection

This study utilizes a semi-structured approach in investigating the present trend of the US and Europe offshoring to emerging companies. In determining the foundation of problems and complexities that are experienced in OSD due to cultural differences, paper
questionnaires were prepared to gather information from known software development companies such as Microsoft Corporation, IBM, Sun Microsystems, Intel and other large software vendors well known for IT offshore outsourcing. There was a very poor response from these large multinational software development companies as telephone conversations and email contacts unfortunately revealed that the time and resources were not available to lend their expertise on the subject. Through consultation with other experts, to maximise the response rates, a decision was further taken to convert the paper questionnaire to an online survey set up on a website that facilitated the collection of responses and provided numerical analysis of the data. The website tools facilitated both open and closed ended questions which were adequate for the transfer of the paper questionnaire. It incorporated Likert scaling which is frequently used in survey research to measure constructs such as attitudes and opinions [Wu, 2007]. This function enabled average scoring of the respondents’ level of agreement to questions which was further used to analyse responses after the survey was completed.

**Participants**

The online survey Part 1 began at the end of June 2008. The online link to the survey was emailed to approximately 200 software development companies explaining its significance in managing OSD projects. The survey consisted of 10 questions of which questions 1 to 5 were generalised questions on offshoring; while questions 6 to 10 were more specific to culture. The slow progress experienced in the participation of software development companies, revealed that the subject of culture may be considered highly sensitive. It is possible that due to the specific nature of the survey questions, organisations may not be eager to express their beliefs for the fear that it may threaten the existence of harmonious relationships with their offshore counterparts. Many organisations may prefer to address a sensitive topic such as culture by using known professionals who provides cross-cultural training for OSD projects [Kobayashi-Hillary, 2004]. Nevertheless, the IT companies that participated revealed valuable information and insights into the developments of IT offshoring. The research findings are revealed in section 4.1.

The online research approach initiated a second part to the survey that began in July 2008. This part of the survey targeted knowledge-based experts in IT offshoring, with the aim of further examining in detail the dynamics of culture in the practice of GSD. A similar approach was taken where 10 questions were created that ranged from general questions of outsourcing such as risks and benefits, to more specific ones that included discrepancies between virtual and face-to-face software development collaborations. The survey was sent to approximately 100 experts after a careful selection of the most appropriate experts that could contribute knowledge in the area of culture in IT outsourcing. Informal emails were not as successful and may have been perceived as spam mail. Therefore formal emails were sent to the experts and after a fortnight more experts responded to the survey, than in Part 1. It was evident that the experts trusted the emails which successfully resulted in a professional relationship where they were more willing to provide experiences of cultural differences in OSD projects. Some
experts replied to the emails with openness to provide more information, others also expressed interest in the results of the survey. The research findings are revealed in section 4.2

4. The Influence of Culture in Global Software Development

4.1 Findings from Survey Part 1

4.1.1 Popular Offshoring Locations

The findings from this part of the survey confirmed the importance of culture in the contractual relationship of GSD. India’s language compatibility with the US and Europe has contributed to its popularity of offshore location over China and other Asian nations for a very long period. The responses from the software development companies substantiate that India has been a high quality software development destination. Offshoring to India was described as “cost-effective” and as having “advanced IT” capabilities. The percentage of IT organisations that offshore to China was quite significant although the reason for choosing china was not clearly defined. Although Huang and Trauth, [2007] revealed the potential of china as an offshoring location, India has remained the number one offshoring destination for a long time which is because of its language similarity with the US and Europe. The results confirmed that that similarity in cultures supports organizations’ decision making in the choice of offshore locations.

4.1.2 Offshoring Risks

Inadequate risk management may result in IT projects exceeding its estimated time and cost [Sakthivel, 2007]. Moreover in OSD projects, it is crucial for US and European companies to consider the risk factors in deciding an offshore location. Minevich and Richter [2005] identified seven significant risk factors that are associated with offshore locations, geopolitical, human capital, IT competency, economical, legal, IT infrastructure and cultural risks. Based on Minevich and Richter [2005] risk factors, the results from the survey (Figure 1) showed Cultural risk on a scale of 1 to 5 scoring the highest rating average of 2.5. The complex nature of offshore outsourcing requires that the US and Europe analyse the cultural risk for software development destination in relation to language compatibility, cultural similarities, innovation and adaptability. The result signifies that cultural risk in terms of language compatibility is of great importance in determining the possibility of loss to offshore locations. This result is not surprising given that India with its English Language compatibility with the US and Europe, is quiet a popular choice for IT offshoring.
4.1.3 Benefits of offshoring

Igbaria and Shayo [2004] identified “Low cost labour” as the primary reason for the US and Europe trend in IT offshoring. This theory is supported by Sakthivel, 2007 which pointed out that the IT companies benefited from relatively low cost labour from Asian countries, such as India and China. However the survey findings (Table 1) revealed on a scale of 1 to 5, “low cost labour” scored one of the lowest average ratings of 3. IT Management expert Stan Gibson [2006] has reported a continued wage increase in Asia, specifically in India, and the results may be associated with the steady increase in wages over the period. Although wages in Asian offshore locations are not quite as low as in the 1990’s when the trend began, offshoring is valuable to US and European companies.

Table 1: Average rating of offshoring Benefits

<table>
<thead>
<tr>
<th>BENEFITS</th>
<th>RATING AVERAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Access to Global Talent</td>
<td>3.25</td>
</tr>
<tr>
<td>Global Expansion</td>
<td>3.25</td>
</tr>
<tr>
<td>Limited Presence</td>
<td>2.5</td>
</tr>
<tr>
<td>Quick Completion</td>
<td>3.25</td>
</tr>
<tr>
<td>Lower Labour Cost</td>
<td>3.00</td>
</tr>
</tbody>
</table>
The results further substantiate that one of the most valuable benefits of IT offshoring is “access to global IT talent”. This has remained a priority for offshoring as it removes the burden of in-house software development and enables access to offshore resources [Oza et al., 2004]. The underlying theory of “global” software development is confirmed given that the US and Europe IT firms expect “quick completion” of OSD projects within the estimated time and budget. However, many companies proved that the benefits of OSD may not be as explicit because the structure of software development is governed by the dynamics of national, regional, and functional boundaries [McAllister 2003; Dafoulas and Macaulay, 2001]. The dynamics are displayed in the teams’ relationship which is revealed in the findings of survey part 2.

4.2 Findings from Survey Part 2

The experts that participated in this part of the survey worked or studied in OSD cross-cultural relationships over a period ranging from 5-20 years. Their vast cross-cultural knowledge and experiences enabled informed responses confirming that the geographical features of GSD have an effect on the quality of relationship among OSD team members. The responses provide evidence that software development team cohesion is inhibited due to the differences in perception and interpretation that are associated with national, regional, and organisational boundaries. The remainder of this section highlights a number of the experts’ responses for the purpose of demonstrating the effect of cultural differences on the global practice of software development.

4.2.1 Different perspectives

*Expert Response:* “Power distance and the willingness to take initiatives in a business transformation project.”

The statement implies that the preferences of the Western and the Asian worlds are related to the cultural backgrounds. It is based on Hostede cultural dimensions, which is a conceptual theory that is useful in analysing the cultural characteristics of different nations. For Example, India is regarded as having a large power distance society which means that they have a strong preference for hierarchical team structures, which is the opposite for the societies of the US and the UK that encourage a flatter team structure [Macgregor et. al, 2005]. In India, a subordinate’s perception of the manager is as a “superior” that executes the rights of decision-making and his/her authority will remain unchallenged. Therefore the subordinate’s performance is dependent on the frequency of instruction that is given by his superiors. This attitude of dependency on management is quite normal in the Indian culture but when observed from a Western perspective such as the US and UK where managers and subordinates prefer a more consultative type of relationship, it may be regarded as failure in taking initiatives for the advancement of OSD projects [Narayanaswamy and Henry, 2005].

*Expert response:* “Typically Indian engineers are less likely to push back on issues or to innovate. American engineers and managers tend to be more outspoken. This leads to things being one sided and where American
The findings indicate that the different perspectives of the Western and Asian cultures result in differences in attitudes and behaviours. This factor influences the manager-subordinate perception in cross-cultural relationships in OSD as individuals’ unawareness of cultural differences may result in increasingly negative criticisms on both sides. A US manager may criticize the lack of performance of Indian subordinates based on expectations of US teams or Indian subordinates complain for the lack of guidance throughout the software development process based on expectations of Indian Managers. Studies revealed that the different preferences of the Western and Asian societies are related to the characteristics of the educational systems. Huang and Trauth 2007 associate Chinese software developers’ unwillingness to speak up in project discussions with Chinese Confucian philosophy and ancient tradition that emphasize authority; where it is not the custom to question a teacher. In contrast to the US where students are encouraged to participate in open class discussions, teachers in China tend not to engage students in open discussions [Matloff, 2005]. The traits have been established in the communication styles, work behaviour and the business cultures of the Western and Asian societies.

4.2.2 Lack of Trust

*Expert Response: “When people are physically co-located it is much easier to observe and adapt to local norms (do as the Romans do). Over the phone much of the context is lost.”*

The expert statement confirms that software development is significantly different when conducted in-house than in a virtual setting. The physical distances between the team members in GSD give rise to misperception and misunderstanding that influences factors such as trust which from the outset creates difficulty in building relationships. From a Western perspective trust is earned based on assessment of competence and the ability to effectively perform. On the other hand, from an Asian perspective trust is based on perceived reliability and in the transfer of shared values and belief [Winkler et al., 2008]. These factors indicate that perceptions are influenced by the way tasks are preformed by team members from other cultures. Each subsidiary in multi-site organizations will have its own “site culture” which means that “sites” members will share similar view in regards to the rest of the organisation [Armstrong and Cole, 1995]. Therefore biases that are shared among “site” members may lead to innovative ideas being withheld based on their perception of the rest of the organization. This proves that trust among the team member may be reduced because of the differences in functional, organisational and regional practices. The lack of trust influences the cohesion of the team’s which may be difficult to improve given that some team members are onsite while others are in remote locations.

*Expert response: “could think of Indian’s way of performing only as many of our customers had complaints.”*
The findings from the expert confirmed that the software development team performance is frequently based on the expectation of the US and UK cultures. The Standard Software Development Methodologies used in offshore projects are from a Western perspective. However, it is important to understand that the application of knowledge and skills in emerging countries such as India is severely different from Western countries which may be misunderstood for incompetence [Edward and Sridhar, 2006; Winkler et al. 2008]. Based on US software development customs the team is expected to openly discuss misunderstandings. In Asian cultures, such as Indian and Chinese, there is a high importance of maintaining mutual harmony within the group and not embarrassing persons in front of the others [Yeo, 2001]. Therefore as direct confrontation is deemed rude and giving frank negative opinion of others is regarded as detrimental to the relationship of the group, there is a tendency for individuals to internalise their opinions to avoid conflicts [Huang and Trauth, 2007]. Another factor that reduces trust in GSD teams is the difference in communication styles. For cultures such as India, ‘yes’ does not necessarily mean ‘I agree’ but means ‘I heard’ which poses questions for US and UK colleagues in terms of how much of an instruction is clearly understood [Matloff, 2005]. Subsequently, India’s cultural custom of “nodding the heads” often confused US and European team members. Lack of trust influences GDS team morale reducing the quality of relationship throughout the OSD projects.

### 4.2.3 The Range in Language Competence

**Expert Response:** “While working with Chinese partners it was clear that their language skills were limited. Conversations were very difficult over the phone. We had to switch to email in order to understand one another.”

The cultural context of communication places further pressure on the communication patterns in the software development stages that may be already experiencing difficulty because of OSD dependence on sophisticated communication technology. The communication technologies used in OSD may create “noise”, thus causing the context of information exchange to be lost. The concept of “noise” means anything that interferes with the communication process of the team collaborating across geographical boundaries and time zones. Furthermore, though English may be the standard language used among the US, UK and the emerging nations that engage in OSD, team members are from different continents which create communication barriers caused by semantics given that words may be absent, or have different meanings or translation in a particular local language (Kobayashi-Hillary, 2004). Some words and intonation may have different meanings to people from a local region or even a country. Therefore misunderstandings and disagreements may develop which may lead to conflicts that increase complexities in the management of OSD projects.

**Expert Response:** “Communication and ‘business’-communication in particular is impacted by the cultural context. If wrongly understood this will/may lead to misinterpretation.”
The research findings based on the experts’ perspectives show that the cultural context of the environment impacts on the communication because of the range in language skills that create difficulty in cross-cultural conversations. Thus the team dispersed over multiple time zones using sophisticated communication technology, is a challenge in itself as it influences the knowledge transfers and information exchange. The gradual advancement of the software development stages is impeded as the geographical distance prevents informal communication that creates difficulties in clarifying issues. This leaves room for assumptions in the requirements stage that causes problems in the latter stages of the development [Edwards and Sridhar, 2006]. The range in language competence also affects the documentation of processes including the codes that contains phases or comments which may be inconsistent in meaning in Western and Asian countries [Matloff, 2005]. This results in an offshoring hidden cost, as codes need to be written again which significantly affects the contractual relationships. The factors indicate that the interaction in GSD is affected by cultural context of the environment which in turn will influence the development process as the complexity of the situation will produce disagreements over functionalities, tasks, processes and methodologies which will encourage conflicts.

4.2.4 Conflict and its influence on other variables

Expert Response: “My research findings show that cultural differences become apparent as behavioural differences in service delivery. It is important to be sensitive to such behavioural differences, as they may negatively affect relationship quality (e.g., if conflicts occur), which in turn has a negative influence on offshoring success (e.g., reduced service quality or project delays”

The experts’ responses confirmed that the success of OSD projects is dependent on the knowledge and understanding of the persons that are employed in offshore contracts. As team members are incorporated from different regions of the world, it implies that different specialist knowledge is to be shared for the success of offshore projects. The difference in preferences, attitudes, behaviour and communication of the Western and Asian societies subtly influences OSD teams’ expectations of each other producing conflict that reduces the effectiveness of the team. This decreases knowledge transfers that are critical for the advancement of OSD projects, thus influencing factors such as innovation in the software development process. Persistent conflict adds complexities to the management of the software development projects. This problem further increases misunderstanding and causes teams members to constantly disagree with each other over requirements, methodologies and other issues. Subsequently the continued conflict damages the communication structure influencing other factors that create more difficulty in the coordination and control of OSD projects. In essence, it reduces the level of team performance and affects the quality of product development; hence a time delay occurs that pushes forward the project deadline and adds to the delivery costs. Therefore the spiralling of the cultural factors identified often results in failure of software development offshore projects.
4.3 The influence of culture

The dynamics of cultural differences are experienced at various levels of the organisation where its subtle appearance is demonstrated through the preferences of individuals and groups, work practices and other areas in IT offshoring. The survey findings proved that cultural differences have contributed to a number of problems in OSD projects. The evidence shows that the harmony of the team, the stages of software development and also the management has been affected due to the subtle differences in values and beliefs of multi-national teams. For effective management of OSD projects, it is important to understanding the elements that lie behind the differences. Therefore the variables identified are used in an influence diagram (Figure 2) to conceptualize the complexity of problems associated with cultural differences in the US and Europe offshoring software development.

Figure 2: The Effect of Culture
The influence diagram reveals the basis of cultural distance to include time, distance and cultural differences, which are critical factors to the success of OSD Projects. The dynamics of the variables shows that the perspectives of nations (US, Europe and the emerging countries of Asia) that are involved in IT offshoring are significantly different based on their cultures. The different preferences in hierarchical structures, software development tools, communication, work ethics and other factors pose problems with misperceptions and misinterpretations that affect the level of trust among OSD teams. Additionally, the range in English language competence increases communication barriers in the stages of software development which further escalates into misunderstandings and disagreements. These factors influence the persistence of conflict that continues to deteriorate the team’s morale, cooperation, performance and knowledge transfers. Finally, the ineffectiveness of the team obstructs the progress of software development and increase complexities in the coordination and control of offshore projects.

5. Conclusion

The research finding shows that cultural diversity in offshoring may complicate factors that lead to the failure of software development projects. Individuals from the Western (the US and Europe) and emerging Asian nations such as India and China, collaborating across continents will approach situations and tasks from opposite perspectives. The varying perspectives interfere with the manager-subordinate and the peer-to-peer relationships as each nation have different preferences in the practice of software development. This influences the quality of the development process through misperceptions and misinterpretations resulting in poor communication and reduced trust in the relationships. The gradual progress of the software development stages are inhibited due to communication difficulties which includes the range in English language competence of the team members. These human variables interfere with the day-to-day team interactions producing misunderstandings and disagreements that lead to persistent conflicts. Persistent conflict influences other variables such as the knowledge transfer, the team effectiveness, performance and, coordination and control increasing the complexities of managing the software development process. A culmination of the challenges experienced decreases the quality of the product, increases the time and overall cost which often result in failure of OSD projects.

The team members of GSD are located in different regions of the world, using sophisticated communications technology, over geographical distances and time zones. This factor restricts the team’s cohesion and interferes with the communication process in OSD projects. Additionally, individuals’ tendencies and preferences are present from the start of offshoring projects due to national, functional, organisational and sociocultural backgrounds. The cultural expectations subtly influence how the members relate to each other and based on cultural distance, the nations will not behave in a similar manner. Nevertheless, the main problems experienced in OSD projects lie in the fact that the nations approach communication and work from opposite perspectives. Many organisations that engage in offshoring are unaware of the subtlety of culture that
influences the outcome of software development projects. Therefore this study shows the importance for organisations to develop strategies to mitigate the negative effect of culture as it impedes the success of OSD projects.

Cultural compatibility and similarity is an important factor in the US and Europe offshoring software development as it contributes to the decision making of offshore locations. The study confirmed that India's language compatibility with the US and Europe has assured the country the number one offshore location for quite a long period over China and other Asian nations. Presently, the US and European firms are taking the opportunity to transfer software development to countries in their regions due to the geographical proximity and the cultural compatibility. A report from The Times of India [2005] confirms US “friendly policies” to develop Latin America counties such as Brazil, Argentina, Mexico and Costa Rica into high quality nearshoring locations. The same trend is expected in Europe for Russia, Poland, Romania and Hungary. Though Asian nations, such as India are still quiet competitive as an offshoring destination, nearshoring locations score higher points for communication due to the similarity in languages and cultural understanding [Meyer, 2006]. This result indicates that cultural compatibility is changing the trends in IT offshoring locations. The developments in this area require future research as it will provide further evidence of the dynamic nature of culture. The studies will provide valuable insight into the future of software development outsourcing.
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Endnote

The diagram in figure 2 is based on the Systems Thinking Methodology. It conceptualizes the complexity of problems associated with cultural differences in OSD projects. The minis (-) signs indicates that there is a negative effect on the defined variable while the plus (+) sign indicates the opposite. The result is highly subjective to the variables identified in analysis of the effect of culture on the global practice of software development.
Service-oriented Architectures as a Vehicle for ICT in developing Countries: An Awareness Campaign

Agnes F. N. Lumala, Benjamin Kanagwa, José Ghislain Quenum and Jude T. Lubega

Service-oriented architecture (SOA) is one of the ways to build applications today. Indeed current applications of SOA type are an aggregation of several smaller applications. Such applications are synonymous with Web 2.0. The cost of consuming and using existing SOA services is much lower than establishing a new infrastructure to provide the same services and there exists free and open source services. Such a technology is appropriate for developing countries where technical and financial resources to setup and support ICTs are severely constrained. Therefore we organized a contest to create awareness about SOA as alternative application development strategy and to expose university students in Uganda to SOA technologies. In this paper we discuss the SOA contest and we give lessons learned from the SOA awareness as a whole.

1 Introduction

The last decade has witnessed a significant shift from traditional software architectures to service-oriented architecture (SOA). Thanks to the Internet revolution, services developed on one site could be assembled on a different site and could be accessed on a third one. Indeed current applications of SOA type are an aggregation of several smaller applications. Such applications are synonymous with Web 2.0.

Due to the tremendous progress in software development brought in by SOA, one can flexibly and transparently combine a book order and its shipment, a flight ticket to a hotel reservation and even a car reservation at the destination. The list goes on and on.

Moreover, the cost of consuming and using existing SOA services is much lower than establishing a new infrastructure to provide the same services and there exists free and open source services. By using SOA technologies the cost of the service, security, maintenance is greatly reduced. However you need to be aware of the cost and take care of basic technological requirements before you enjoy benefits of the technology. For example the Amazon storage service costs $0.180 per GB for the first 50 TB / month of storage used. We therefore see SOA technologies as an important approach to support ICT use in the developing world.

Given the popularity gained by SOA in recent years, Makerere University Faculty of Computing and Information Technology (FCIT) organized a contest about SOA implementation. This was to create awareness and exposure to SOA among our
students. We offered three applications (see section 2) and requested students to find data from/for any of these applications using Yahoo! Pipes and Amazon S3. The target participants were masters and bachelors students (with a background in information technology) from different universities in Uganda. However, only students from Makerere University and Mukono University expressed interest and participated in the contest. The winner of the contest and the first runner up were to receive a prize of a simple mobile handset. All the contestants would have a chance to attend lectures for two weeks by a SOA specialist who was coming in after the contest. Besides, the contest organizers offered them technical support as they developed the different applications. The contest organizers developed the backend of the applications involved, and the students were expected to develop the front end of the applications involved. Before discussing more about the soa awareness, it is important to introduce some basic technologies that are necessary for building a soa-based application.

1.1 SOA Technologies

There are several tools and technologies available to support the implementation of SOA. They focus on the core tenets of SOA, that is to describe, identify and consume the services. In web services, Web service description language (WSDL) is designed to describe services in way that they can be used by others. WSDL is a web service standard by W3C for describing the syntactical structure of a services. More specifically, the WSDL specifies the operation names and parameters. Details about WSDL can be found in [Chinnici, et. al., 2007, Curbera, et. al., 2002].

To implement SOA there is a need to transfer data across systems. SOAP (Simple Object Oriented Access Protocol) is one of the widely used technologies to package data into envelops. In web services, an envelope contains information about the service to be invoked and the information required. The SOAP specification can be found in [Box, et. al., 2003] and usage in relation to other technologies is illustrated in [Curbera, et. al., 2002].

Another technology is REST (REpresentational State Transfer). Using REST an application can send requests and responses using HTTP (Hyper Text Transfer Protocol) verbs such as GET, POST, PUT and DELETE. In RESTful terminology a web service is called a resource. These resources can be located using a Uniform Resource Identifier (URI). Refer to [Fielding, 2000] for more details on REST.

The Web feeds provide simple means for dynamic update of information on the web. A web feed presents data in format (usually XML) that can be accessed directly by interested users. Through a web feed, you provide a mini database containing headlines and descriptions of what’s new on your site. RSS (Really Simple Syndication or Rich Site Summary) is one of the many formats that belongs to the family of web feeds. Interested users can then link to the URI for the feeds. With this simple Web feed technique, on top of displaying your news on other sites and headline viewers, RSS data can flow into other products and services like PDA’s, cell phones, and many others. Some tools such as Yahoo! pipes provides means of aggregating feeds. Together with
Atom, they are the leading technologies about feeds publishing on the Internet. Despite their widely admitted limitations we adopted RSS here for the sake of simplicity.

Amazon Web Services (AWS): Amazon is well known for a vast experience in offering services especially for their online store. They decided to extend this experience to web application developers and in July 2002 they launched AWS. The aim was to provide a set of infrastructure services that together form a reliable, scalable, and inexpensive computing platform “in the cloud”. AWS is a collection of web services offered by Amazon.com over the internet. These services include:

- Amazon Elastic Compute Cloud (Amazon EC2), a web service that provides resizable compute capacity in the cloud.
- Amazon SimpleDB, a web service providing the core database functions of data indexing and querying.
- Amazon Simple Storage (Amazon S3) is storage for the Internet.
- Amazon CloudFront, a web service for content delivery.
- Amazon Simple Queue Service (Amazon SQS) which offers a reliable, highly scalable, hosted queue for storing messages as they travel between computers.
- AWS Premium Support which is a one-on-one, fast-response support channel to help you build and run applications on AWS Infrastructure Services.

They are all designed to make web-scale computing easier for developers. These services can be accessed over HTTP using REST and SOAP interfaces. AWS offered on a per usage billing basis. For example it costs $0.180 per GB for the first 50 TB / month of storage used. In order to utilize these services, you need to sign up with Amazon giving credit card information before you can access the services. For purposes of this contest we demonstrate the use of Amazon S3 to avail a digital learning repository DLR which can be used to build e-learning applications.

Amazon Simple Storage Service (Amazon S3)

This service provides unlimited storage on the internet through a simple web service interface. Storage is organized in terms of buckets which contain objects. A user may own up to 100. In any bucket, you may write, read, and delete objects from 1 byte to 5 gigabytes in size with accompanying metadata. There is no fixed limit on the number of objects you can store. Buckets and objects can be created, listed, and retrieved using either a REST-style HTTP interface or a SOAP interface. Currently most ftp clients support manipulation of Amazon S3 buckets. For the DLR we used the GUI-based bucketexploer and S3 Fox extension of Firefox. The three concepts are buckets, objects and keys.

**Buckets** A bucket is simply a container for objects stored in Amazon S3. Every object is contained within a bucket. For example, if the object named homeindex.html is stored in the courseA bucket, then it is addressable using the URL http://courseA.s3.amazonaws.com/homeindex.xhtml. Buckets serve several purposes: they organize the Amazon S3 namespace at the highest level, they identify the
account responsible for storage and data transfer charges, they play a role in access control, and they serve as the unit of aggregation for usage reporting.

**Objects** Objects consist of object data and metadata. The data portion is opaque to Amazon S3. The metadata is a set of name-value pairs that describe the object. These include some default metadata such as the date last modified, and standard HTTP metadata such as Content-Type. The developer can also specify custom metadata at the time the Object is stored.

**Keys** A key is the unique identifier for an object within a bucket. Every object in a bucket has exactly one key. Since a bucket and key together uniquely identify each object, Amazon S3 can be thought of as a basic data map between «bucket + key» and the object itself. Every object in Amazon S3 can be uniquely addressed through the combination of the Service endpoint, bucket name, and key, as in http://courseA.s3.amazonaws.com/homeindex.xhtml, where «courseA» is the name of the bucket, and «homeindex.xhtml» is the key.

Amazon provides technical documentation about the storage service.

*Yahoo! Pipes*

In mid 2006, in order to cope with the growing interest in social networking and Web services, Yahoo! released Yahoo! Pipes. Yahoo! Pipes is a web application that makes it easier to find information in an RSS feed. We use one of the applications for the contest (see section 2) for *Cinnamon*, a virtual reading group web application to demonstrate *Yahoo! Pipes*.

The remainder of this paper is organized as follows. In section 2 we describe the applications and tools used stating the role of the students for each of the applications. Section 3 discusses how the contest was organized. Section 4 gives the challenges we faced during the SOA awareness and section 5 concludes the paper.

2 Applications and tools used

For the purpose of the contest, we introduced two widely adopted tools: *Yahoo! Pipes* and *Amazon S3* (part of the AWS family). The reader should recall an overview of these tools in section 1.1. We developed three applications for purposes of the contest. Other than utilization of SOA technologies for their own sake, we targeted applications that could be developed in a relatively short time, interesting and easy to work with by the students, and extendable into fully fledged applications. In this section we describe each of the applications and we state the expected role of the students for each application.

2.1 Virtual Reading Group

In most research centers, a reading group is one where researchers share their recent readings and views about a topic of interest. In its usual setting, it is an active group where members meet periodically. In this application (*Cinnamon*), we intended to create a virtual one where users can post comments and questions about their latest readings. Other users can contribute as well. The challenge here consisted of finding discussion tracks following different criteria.
2.1.1 Basic functionality of Cinnamon

Cinnamon is a WebApp to support discussions in a research. Generally, members of a research group have to share their ideas and insight about research topics. Cinnamon creates a virtual community to support this kind of activity. Cinnamon has been developed using two open source Web development frameworks, Sproutcore and Ruby on Rails also known as Rails. Sproutcore (Cocoa) is the Objective-C based programming environment for Mac OSX-inspired javascript framework for creating Web applications that look and feel like Desktop applications (see Apple Insider blog). On the other hand Rails is a fully fledged framework to develop webapp using the Ruby programming language. Both frameworks support MVC (model-view-controller), AJAX, etc.

As depicted in figure 1, a user willing to use application should first log into the system. New users can join by signing up, using the same page. They just need to check the signup button as shown in figure 2. Note that the email address is validated against the usual email address pattern.

Figure 1: Overview of Cinnamon: Login Phase
After logging or signing up successfully an interface as depicted in figure 3 appears.

This interface allows to do one of the following:

- Create new topics or delete existing ones. Note that a topic is a concept discussions in a research group revolve around. Topics can be searched for using the search text field and button in the upper right side of the page. When the topic is found it is automatically selected and only post related to that topic will appear.
• For a selected topic, create, modify or delete entries. An entry is a post. It is considered as an entry point in a discussion track. An entry has a title and a content. It can be backed by references (authors, title of the resource, event where it appeared or was delivered, etc.).

• For each entry, participants of a research group can add comments.

• Besides, a user can also update their account information by clicking on the Account button at the bottom of the page. They find out about new version (and any other news about Cinnamon) by clicking the About button. Finally, they can generate RSS feeds, a summary of the activity going on in the research group.

2.1.2 Feeds Generation

To generate an RSS feed, a user simply clicks on the RSS Feeds button. Sproutcore then sends a (RESTful) AJAX request to the Rails server. This triggers the generation of the feeds in “public/feeds/RSS_feed.xml” on the Rails side. Originally, the structure we would like for our feeds is depicted as follows.

<!- we do not display feeds header here ->
<posts>
  <post title="" author="" topic="">
    <article>entry content</article>
    <comments>
      <comment author="">comment</comment>
      <comment author="">comment</comment>...
    </comments>
  </post>...
</posts>

However, because we had to comply with RSS specifications, we flattened the feeds to the following model.

<?xml version="1.0"?>
<rss version="2.0">
  <channel>
    <item>
      <title>News for September the Second</title>
      <link>http://example.com/2002/09/01</link>
      <description>other things happened today</description>
    </item>
    <item>
      <title>News for September the First</title>
      <link>http://example.com/2002/09/02</link>
    </item>
  </channel>
</rss>
In the following section, we introduce Yahoo! Pipes using the simplified version of our feeds.

2.1.3 Yahoo! Pipes and Cinnamon

Yahoo! Pipes offers the possibility to fetch information from different sources, compose them in a way suitable to one’s own needs and publish the output. The WebApp comes with an editor. You need a Yahoo! account to use the editor.

To create a pipe, you will use the pipe editor offered by Yahoo!. The editor consists of three elements: Library, Canvas and Debugger. The library contains a set of modules. A module performs a specific task, e.g., treating data sources, translating items from one language to another, etc. The canvas is the working area for assembling and testing the pipes. Finally, the debugger offers you the possibility to inspect the output of a pipe.

Figure 4 depicts an excerpt of the feeds generated in Cinnamon.

Figure 4: Cinnamon: RSS Feeds
To create a pipe displaying information about the discussion tracks in Cinnamon, you can follow the steps as discussed below.

- select the Fetch module and enter the URL of Cinnamon RSS feeds. As you may have guessed, this module reads RSS feeds from the URL provided.
- to filter the information gathered from Cinnamon, you can add a filter. The latter defines rules to block or permit feeds related to keywords entered in the appropriate text field.
- finally, you can connect the output of the filter to the input of the output pipe. The connections are similar to composing services: input, output and constraints on the possible composition.
- you can now save the pipe and add it to your Yahoo! page. Note that search engines can search your pipes. Therefore, we recommend you add properties to your pipe that facilitate the search. These are name, description and tags.

2.2 E-Notice Board

In this application, there is an electronic board, where notices are displayed for some time. A notice can be a textual information (pdf, doc, etc), a sound or a video. A user can register for some type of notice and be notified once they are available on the board. The challenge in this contest is to find different notices, which are interrelated given a topic-name or keyword and which are still temporarily valid. The task of the participants was limited to extracting the RSS feeds to combine them into a single notice board like application. The fundamental principle of service-orientation is seen in terms of the autonomous nature of the feeds and ability to compose the feeds. The composition of simple RSS feeds provides a good basis to explain two concepts. First, it explains the concept of composing services into more complex services. Second, it explains the concept of exposing a service as a resource for use.

Further, the fact that a single feed can be used by different notice board applications puts emphasis on the concept and advantages of reuse. Reusability is one of the fundamental concepts in service-orientation. Moreover, the subscribe-push concept of feeds is good basis to introduce the need for advanced forms of registry and discovery techniques including semantic capabilities to enable full automation of services. More details on the need for semantic capabilities can be found in [McIlraith and Son, 2002, Fensel et. al., 2002]. In figure 5, we show the e-notice board resources to be extracted and composed into a notice board application with form factor as in the bottom right part of the figure.
2.3 Digital Learning Repository (DLR)

DLR is a digital repository which provides services to users seeking specific learning contents of their choice. It accomplishes the latter by acquiring contents deposited into a repository built on an ontological understanding of the learning object (LO) concept [Hamel and Ryan-Jones, 2002, Weitl et al., 2004]. Content developers therefore design content to suit the LO with varying sizes, formats, quality and educational values. The learning objects used for the contest are XHTML files. We used Amazon S3 to store the different learning objects. A bucket contains all the learning objects related to a single subject. These learning objects can be accessed using URLs. The challenge was to find the exact and appropriate content for e-learning for both a tutor and a student.

3 SOA Contest Organization

We started by developing the backend of all the applications. The students role would then be to come up with the front end of a chosen application. The students were allowed to work in groups.

The reader should remember that Cinnamon was developed using Rails and Sproutcore web application development frameworks. For the e-Notice Board, the resources were provided statically using standard RSS format. For DLR, we created the learning objects as XHTML files and we employed the Amazon S3 service for storage. The Amazon S3 service provides a way of accessing services using technologies and techniques that are commonly used in web services.

We created a website www.cit.ac.ug/soato provide detailed information about the contest. It is through this website that contestants registered for the contest, got
documentation about the different tools, technologies and applications related to the contest. Here they also got technical support from the organizers.

The contestants were given a duration of 1 month to work with one of the applications. The contestants were allowed to upload the most current versions of their applications. This allowed us to monitor the progress of the contestants, thereby providing necessary technical support.

4 Challenges

In this section we highlight challenges faced during the SOA awareness contest. We divide the challenges into technical challenges, social and economic challenges.

4.1 Technical Challenges

The following challenges that we met are common in developing countries. However, in order to benefit fully from the use of SOA technologies for application development, it is important that they are resolved.

i. **Internet Services**: It was difficult to work with technologies that employ the internet with very low bandwidth available in most universities. For example the amazon infrastructure is a purely web-based infrastructure which requires good internet. The internet services were intermittent. Therefore completion of long internet transactions was almost impossible. In order to carry out the contest we had to pay up in internet cafes to complete some of the online transactions.

ii. **Connectivity**: Remote connection to and through the local network was difficult. This restricted participants from working off the university site. For example it was not possible to connect using Secure Shell (SSH). We only managed to resolve this with Makerere university which allowed temporary remote connection for the sake of the contest.

iii. **Physical infrastructure**: Some of the applications required the use of a server and it was challenging accessing one. A server allocated for use during the contest but it was done late and this lengthened the time set for the contest. 

Note: The use of some SOA technologies requires skilled manpower. Therefore it is important that skilled manpower is available before planning for use of SOA technologies for application development.

4.2 Social and Economic Challenges

i. **Choice of applications**: The first challenge was to craft suitable applications for students with less exposure to Information Technology (IT). For instance students from the School of Industrial Fine Art expressed interest, but it was not easy to explain an advanced IT concept (SOA) due to low IT essential skills. This led us to restrict the awareness to students with a background in IT.

ii. **Standardization**: For some technologies the way to consume and use services differed from popular techniques in web services. Therefore more time was used to understand the same concepts.
iii. Collaborative communication: The organization was mainly virtual because of the holiday season. However in a developing environment, working virtually is met with unpredictable situations for example power outages, low bandwidth, lack of remote access and so forth. Therefore it was a challenge to utilize virtual communication to coordinate project activities.

iv. Publicity: SOA being a new concept in the contest environment, it was challenging to encourage students to participate in the contest. We used prizes to attract participants to the contest.

5 Conclusion

There are several services that are offered via the web (SOA) that can be appropriately utilized for ICT in a developing world. The services are both available as proprietary and open source for application development. In this paper we discussed a contest conducted to serve as an awareness campaign for SOA technologies as an alternative to application development. The contest targeted students from all universities in Uganda. However, only students from Makerere university and Mukono University showed interest and participated. In future we would like to find out why the other students did not respond at all to such a campaign. At the end of the contest, the participants were more knowledgeable about SOA in general and SOA technologies in particular. This they demonstrated when they presented their work for evaluation as part of the contest. From the contest, it was clear that despite the various challenges (intermittent internet especially) that are inherently faced by Uganda as a developing country, training in SOA technologies can be done to build enough skill for future use for application development.

The reader should note that a development environment for SOA-based applications requires various components for service request, service discovery and selection, service composition and deployment. However, the discussion of these components is beyond the scope of this paper.
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Part Four

Data Communication and Computer Networks
The growing use of the Internet coupled with the rapid growth in applications' bandwidth requirements are pushing network owners (ISP) to a point where they can no longer treat all Internet content, sites, and platforms equally. This in turn is leading providers to start employing proprietary protocols or to enter into exclusivity agreements with content providers that may reduce the transparency and hence the neutrality of the Internet. Current network neutrality rules forbid network operators to discriminate against third-party applications, content or portals or to exclude them from their network. However, there is mounting evidence that providers are circumventing these rules. The debate has erupted for advocates of more network neutrality regulation to stop this from escalating and there are those opposed to new rules for net neutrality. Those supporting a strong net neutrality argue that in the absence of network neutrality regulation, there is a real threat that network providers will discriminate against independent producers of applications, content or portals or exclude them from their network. This threat then will reduce the amount of innovation in the markets for applications, content and portals at significant costs to society.

Those opposed to net neutrality argue that the regulatory tools needed to implement network neutrality are likely to prove ineffective in a world in which communications technologies are increasingly changing. Their most important argument though is that network neutrality threatens to make things worse by reinforcing the sources of market failure in the last mile and dampening incentives to invest in alternative network capacity. The paper explores and advances the debate over network neutrality, highlighting important limitations of both arguments and showing other alternatives.

1. Introduction

Net neutrality as a principle or as a goal is a very controversial but interesting issue of discussion today. As a society, we are getting more and more included in the information revolution. Society, in varying degrees, is getting more and more dependant on computing systems and automated devices for day to day life tasks. Most of these devises and the information we get have all come to depend on the internet. The future, for those of you who care to think ahead, is going to depend more on the evolving internet of today. We are likely to success or fail based on the success or the failure of the internet. Yes we have a lot to think about the future of this internet. We should and indeed must care about who controls it, will be denied equal access, what privileges and rights will we have and what content of the internet will we be allowed to own and use? All these concerns and more make up what is net neutrality. Net neutrality has varying definitions depending on the person you ask based on their philosophy and expectations of the future internet. Many people involved enough today and understand the risks and involvement of society with the internet, tend to be advocates of net neutrality.
and the definition they will give you will reflect their shade. There are two sides to the debate. On one side of the net neutrality fence are the telcos and cable companies that are investing big bucks to offer consumers access to their broadband networks. On the other side are the application providers who are responsible for creating Internet content – “the Google’s, Yahoo’s and eBay’s of the world. Based on these camps, three definitions of net neutrality emerge according to Wikipedia [2009].

The first definition of network neutrality deals with the network design principle based on the idea that the internet is a useful public information network, just like ports and railways lines, whose content, sites, and platforms should be treated equally and every user should have unrestricted access. It emphasizes that internet users should be in control of what content they view and what applications they use while on the Internet. The internet has operated according to this neutrality principle since its earliest days. Fundamentally, net neutrality is about equal access to the Internet. No one, including broadband carriers should have sole, even partial control of the internet and be in position to detect terms of use of the internet.

The second definition focuses on the quality of service (QoS) of the internet. Internet users and applications come in different categories. There are those who use a lot of bandwidth and there are those with applications that are real time like streaming data and video that require pre-reservation of the bandwidth. For all these to work peacefully and successfully, when there is congestion in the network and network capacity is insufficient, there is a need for limited discrimination of users and applications based on their need. Quality of service in computer networking deals with resource reservation control mechanisms under network conditions when there is congestion. It is the ability to provide different priority to different applications, users, or data flows, or to guarantee a certain level of performance to a data flow. For example, quality of service guarantees are important if the network capacity is insufficient, especially for real-time streaming multimedia applications such as voice over IP and online games since these often require fixed bit rate and are delay sensitive, and in networks where the capacity is a limited resource, for example in cellular data communication.

The third definition also involves quality of service but this time allowing for a higher charge on those requiring a higher QoS as long as there is no exclusivity in service contracts.

The rest of the paper is as follows. Section 2 we give the background to the net neutrality debate, section 3 we define and explain net neutrality, section 4 we give a detailed discussion and outline and analyze the issues in the net neutrality debate including suggestions and useful alternative solutions to those advocated by the opposing sides. Finally section 5 is the conclusion.

2. Background

The history of net neutrality is not long. In fact, the phrase “net neutrality” (or “network neutrality”) did not come into use until somewhere in the early 2000s. There are those who argue that although the phrase may not have been there but the idea and principle of net neutrality where there. For example, the principle of public carrier neutrality
Internet Neutrality: Your Voice Matters

was bestowed by the U.S. Congress on all public carriers and infrastructure like roads, canals, electric grids, trains, and telecommunications. Since the 17th century, there has been regulations in U.S. that forbid discrimination on transport networks that serve the public interests because they catalyze entire industries. It was deemed that any type of discrimination on such networks would have ripple effects across the nation. The same logic now applies to the internet because it is a public carrier. For generations, these regulations have been ensuring fairness in the market place and protecting the consumer.

The internet was started by the United States Department of Defense through funded research and it was initially governed by an Acceptable Use Policy (AUP) prohibiting commercial activity. It was first privatized and the AUP lifted for commercial users in the early 1990s. The privatization of the internet and the rifting of AUP, immediately created an internet driven by market forces with limited to no central control. In its early years, the issue of QoS did not affect the Internet. The issues of QoS first appeared in the Internet2 project but did not receive that much attention until 2003 when Prof. Tim Wu of Harvard Law School, published a proposal for a net neutrality rule in which he considered network neutrality in terms of neutrality between applications, as well as neutrality between data and QoS-sensitive traffic, and proposed some legislation to potentially deal with these issues [Wu, 2003]. Based on the discussion generated by Wu's paper, in 2005 the U.S. Federal Communications Commission (FCC) introduced and enforced the network neutrality principles in a documented case of abuse involving Madison River Communications, a small DSL (Digital Subscriber Line) provider that briefly blocked VoIP (Voice over Internet Protocol telephone) service Wikipedia [2009]. In the same year, the FCC further adopted a policy statement in which it adhered to the four principles of network neutrality. The four principles were [Federal Communication Commission]:

- To encourage broadband deployment and preserve and promote the open and interconnected nature of the public Internet, consumers are entitled to access the lawful Internet content of their choice.
- To encourage broadband deployment and preserve and promote the open and interconnected nature of the public Internet, consumers are entitled to run applications and use services of their choice, subject to the needs of law enforcement.
- To encourage broadband deployment and preserve and promote the open and interconnected nature of the public Internet, consumers are entitled to connect their choice of legal devices that do not harm the network.
- To encourage broadband deployment and preserve and promote the open and interconnected nature of the public Internet, consumers are entitled to competition among network providers, application and service providers, and content providers.

On the legislative side in U.S., there has been several bills in Congress with varying success. Many failed. Some of the attempted bills included:
The Internet Freedom Preservation Act of 2008, contains no requirements for regulations on the Internet whatsoever. It does, however, suggest that the principles which have guided the Internet's development and expansion are highly worthy of retention, and it seeks to enshrine such principles in the law as guide stars for U.S. broadband policy. This is pending.

The Internet Freedom and Nondiscrimination Act of 2006 that would have made it a violation of the Clayton Antitrust Act for broadband providers to discriminate against any web traffic, refuse to connect to other providers, or block or impair specific (legal) content. It would also have prohibited the use of admission control to determine network traffic priority [Wikipedia, 2009]. This Act, however, failed to become law.

The Communications Opportunity, Promotion and Enhancement Act of 2006, referencing the principles enunciated by the FCC and authorizing fines up to U.S. $750,000 for infractions, was passed by the full House of Representatives but failed to pass in the U.S. Senate [Wikipedia, 2009].

After many legislative failures in the U.S. Congress to pass legislation to protect net neutrality, its advocates took to courts. This led to several landmark court rulings on net neutrality including:

- The Comcast, a U.S. Cable Television and a major internet provider was sued and was found to be blocking or severely delaying BitTorrent (BitTorrent is a peer-to-peer (P2P) file sharing communications protocol) uploads on their network using a technique which involved the network creating ‘reset’ packets (TCP RST) that appeared to come from the other party [Cheng, 2007]. Comcast reached an out court settlement and agreed to adopt a protocol-neutral stance and explore ways to “more effectively manage traffic on its network at peak times.” [Wikipedia, 2009]. This case, and others, led the FCC to issue a ruling that Internet service providers (ISPs) cannot ration service to heavy users of the Internet, indicating that Comcast broke the law when it slowed the transfer of video files among a group of its customers to ensure that other customers had adequate bandwidth. This ruling and others following it has given net neutrality advocates hope that the net will remain free for some time, however long that is.

3. The Notion of Net Neutrality

The notion of net neutrality is comprised of three distinct issues, as defined by Information Technology and Innovation Foundation (ITIF): Transparency, Blocking and Tiering. Transparency deals with clarity of broadband provider usage policies, an issue that has yet to gain full public attention. Blocking relates to the practice of degrading or blocking consumer access to content and applications. Finally tiering addresses the question of whether broadband providers can charge content providers for access to their networks [Barry, 2006]. These issues are at the core of the net neutrality debate.
4. The Debate About Net Neutrality

There is no question that the explosive use of the internet has resulted in headaches for internet service providers (ISPs), usually big telecommunication companies. Together with the explosive use of the Internet, there is a growing, stochastically changing and unpredictable user needs in content and bandwidth use. This is creating serious and unpredictable congestion problems in the network. Thus the call for the way to manage this problem. This had led to the QoS issue in the debate for net neutrality. The question is how to create fairness in bandwidth use when there are varying interests and motives of users?

4.1 The Role of Net Quality of Service (QoS)

Recall from the introduction that quality of service within the computer networking communities as a set of internet resource reservation control mechanisms under network conditions when there is congestion. It can also be taken as the ability to provide different priorities to different applications, users, or data flows, or to guarantee a certain level of performance to a data flow.

In an ideal internet working environment, all users and applications would be able to request for services requiring and any amount of bandwidth and they would get them with no questions asked. However, in the real world under which the current internet is operating, nothing like that exists. First bandwidth is limited. Second, the needs of users and applications are growing and the amount of bandwidth required for those applications is growing exponentially. In fact providers are currently faced with a growing list of applications that are bandwidth guzzlers including [Wikipedia, 2009]:

- streaming multimedia
- IPTV (Internet Protocol Television) - a system where a digital television service is delivered using Internet Protocol over a network infrastructure, which may include delivery by a broadband connection.
- IP telephony or Voice over IP (VOIP) which may require strict limits on jitter and delay
- Video Teleconferencing (VTC) which normally requires low jitter and latency
- Alarm signaling such as Burglar alarms
- Dedicated link emulation which requires both guaranteed throughput and imposes limits on maximum delay and jitter
- A safety-critical application, such as remote surgery which may require a guaranteed level of availability.
- Online gaming, such as fast paced real time simulations with multiple players.

All these types of service, called inelastic because they cannot scale to whatever bandwidth is available and run, require a certain minimum level of bandwidth and a certain maximum latency to function. In cases like these, the providers are faced with serious bandwidth management problems and a need for good QoS.
Delivering and maintaining good QoS to meet user needs outlined above, may require several approaches including [Wikipedia, 2009]:

- An advance contractual agreement called a service level agreement (SLA) between network users and providers which specifies guarantees for the ability of a network/protocol to give guaranteed performance/throughput/latency bounds based on mutually agreed measures, usually by prioritizing traffic.
- A process resource reserving system similar to the Resource ReSerVation Protocol (RSVP), described in RFC 2205, in TCP to reserve resources across a network for an integrated services internet.
- Traffic/packet shaping to control network traffic in order to optimize or guarantee performance, lower latency, and/or increase usable bandwidth by delaying packets that meet certain criteria.
- Scheduling algorithms like weighted fair queuing (WFQ), class based weighted fair queuing, weighted round robin (WRR), deficit weighted round robin (DWRR), and Hierarchical Fair Service Curve (HFSC) to provide access to threads, processes or data flow to system resources like processor time, communications bandwidth, and others.
- Congestion avoidance techniques like policing (marking/dropping the packet in excess of the committed traffic rate and burst size), explicit congestion notification (ECN) and buffer tuning.

### 4.2 Arguments for network neutrality

After understanding what is at stake in the net neutrality debate, let us now look at the current arguments in the debate. Those who advocate for network neutrality have several issues that they fear may mean the end of net neutrality according to William [2006]. These include:

#### 4.2.1 Content Blocking

Proponents of net neutrality content that with it, ISPs would become Internet gatekeepers, deciding at will which application or user to go first and fast which may lead to unfairly discriminate and control which data they prioritize, such as data from their own sponsors or media interests. This is not an isolated or hyped fear; there have been cases in the U.S. where this has happened in including [Wikipedia, 2009]

- **The Madison River Experience** - In the Madison River experience, the Madison River Communications’ customer Doug Herring was traveling through Tennessee in November of 2004, Mr. Herring attempted to call his wife at their Alabama home but could not get through. Mr. Herring’s frustration turned to outrage when he discovered the reason behind his inability to call home Madison River Communications, his DSL provider, had instituted a policy of blocking rival Voice-Over-Internet Protocol (VoIP) Internet phone services [William, 2006].
• In April 2006, Time Warner's AOL blocked all emails that mentioned www.dearaol.com, an advocacy campaign opposing the company's pay-to-send e-mail scheme. An AOL spokesman called the issue an unintentional glitch [ZDNet News, 2006].

• In February 2006, some of Cox Cable's customers were unable to access Craig's List because of a confluence of a software bug in the Authentium personal firewall distributed by Cox Cable to improve customers' security and the way that Craig's List had their servers misconfigured. Save the Internet said this was an intentional act on the part of Cox Cable to protect classified ad services offered by its partners. The issue was resolved by correction of the software as well as a change in the network configuration used by Craig's List [Matt, 2006].

• In September 2007, Verizon Wireless prevented a pro-choice organization from sending text messages to its members coordinating a public demonstration, despite the fact that the intended recipients had explicitly signed up to receive such messages [New York Times, 2007].

• In October 2007, Comcast was found to be preventing or at least severely delaying uploads on BitTorrent.

4.2.2 The Move toward a Two-Tiered Internet

There is also fear of the emergence of a “two-tiered” Internet or an Internet in which select content and applications would be offered at higher speeds. Although this concept is not new, however, it has been, of late, moved to the front of the debate. This is a result of DSL providers started to aggressively press for U.S. congressional approval of a two-tier scheme that will use one tier with a fee-based reserved pipe to provide faster platform for content and application companies. The other tier (slower) will be for the public [William, 2006].

4.3 Arguments against network neutrality regulations

As would be expected, net neutrality is mostly supported by intended user groups and in various locations around the globe is arguing for regulations that will continue to protect net neutrality. However, this is not the case with many providers. Many of them, especially telecommunication companies, are opposed to net neutrality regulations claiming that these regulations may indirectly prevent the expansion and improvement of Internet access for their customers, who are demanding an increasing amount of bandwidth. In fact there many valid reasons for a non-neutral network including [William, 2006]:

4.3.1 Blocking Content and A Two-Tiered Internet May not Solve All Problems

Both of these methods would definitely drop competition in the broadband Internet access market, posing the danger of limited market power resulting in loosing customers. Losing customers results in long term profit losses and a low return on provider investments.

4.3.2 The Benefits of a Non-Neutral Internet
There are several customer benefits to a non-neutral network including [Matt, 2006]:

**Broadband Expansion**

Many countries around the world are trying or planning to invest an unprecedented amount of money to bring about universal broadband to their citizens. There are huge national benefits for this. In U.S. it is estimated that this would bring in an estimated $300 billion a year [William, 2006]. The amount of investment into this venture may require billions of U.S. dollars. This money either must come from government or through private investments. Assuming private investment is the preferable, there must be enough investor incentives to be able to raise this amount of money to build the networks. Blocking and regulations are not these incentives.

**Other Benefits from a Non-Neutral Net**

With a neutral network, there is likely to be additional competition in the application/content market. Such competition may lead to lower prices, increased variety, and a larger incentive for companies to innovate. This lack of incentives threatens to make things worse by reinforcing the sources of market failure in the last mile and dampening drive to invest in alternative network capacity.

4.3.3 Inadequate Technology to Maintain a Neutral Network

There is a strong belief that the regulatory tools needed to implement network neutrality are likely to prove ineffective in a world in which communications technologies are increasingly changing.

4.4 Alternatives to the net neutrality debate

Not everyone is in one of the last two opposing camps. For example many U.S. technology trade associations have remained noncommittal on the issue and a large chunk of U.S. internet users; either do not want to pay attention or are not aware of what is going on. Outside the U.S., there is little to no debate about net neutrality for a variety of reasons.

Among those who are following what is going on but are not interested in taking a side are proposing a variety of mid-of-the road alternatives to those proposed by the two opposing camps. For example, according to Wu [2003], total prohibition is bad. There is a need for some degree of discrimination but we need to have a grip on good and bad discrimination. Some of their proposals include:

4.4.1 Eminent Domain Against ISPs

The thread of eminent domain against ISPs, according to Andy Kessler, is very effect and much better than new legislation [Kessler, 2006]. In eminent domain, the state possesses the power over all property within the state and it can appropriate property for a public use. In some jurisdictions, the state can delegates eminent domain power to certain public and private companies like utilities, such that they can bring eminent domain actions to run telephone, power, water, or gas lines. In most countries, however, the owner of any appropriated property is entitled to reasonable compensation based on the fair market value of the property.

4.4.2 Creative Commons
The concept of Creative Commons is to make web content free for all to use. This way, information can be shared anywhere in the world, at any time, by any one, with no worry of limitation. With Creative Commons we keep the Internet as an open democracy without placing regulations like both sides of the Net Neutrality debate want to do.

4.4.3 Government as “Net Nanny”

Another approach is to make the government be a “Net Nanny” and let it baby sit the internet arbitrating between the warring sides. This may require governments to pass some laws and let bodies like the U.S. FCC monitor and supervise the internet.

4.4.4 Managed Services

Under the managed services model, the ISPs must agree to offer a basic amount of open and non-discriminate data pipe access, then the provider would be allowed to charge for content that goes across their networks just like rail lines and ports do. The approach consists of a three-prong strategy that includes: effective consumer protection measures, sound competition policy oversight, and conditioned tax incentives [Barry, 2006].

1 For consumer protection, the government requires ISPs to state their broadband access usage policies in clear terms that specify level of bandwidth, amount of latency and limitations consumers may face in accessing content or services. The government regulatory body like the FCC would monitor these policies and take action against companies that fail to comply.

2 The competition model policy calls on governments or government agencies like the U.S. FCC to address competition policy issues after-the-fact and require the Commission to manage relevant proceedings on an expedited basis.

Offer financial incentives to companies that invest in broadband networks, as long as those companies offer consumers an open Internet pipe with speeds at least as fast as the evolving regulatory agency definition.

4.4.5 Structural Separation.

Structural Separation is a law that requires that no ISP may have any financial interest in any of the content carried by that network and that any network operator’s network management is for the sole purpose of running the network. This may keep regulating bodies out.

4.4.6 Use of Antitrust Laws

Where competition breaks down or does not exist at all like in a neutral network, antitrust laws can be used to provide consumers the necessary protection. For example in U.S., in markets where a broadband provider may enjoy monopoly power, the Sherman Act will provide a remedy for anti-competitive behavior and an incentive for the monopolist not to engage in harmful business practices. Also in markets where competition breaks down due to collusion among broadband providers, the Sherman Act again provides a remedy and steep punishment for the guilty parties. The presence of this legal mechanism to address potential harms in the absence of competition makes additional regulation
unnecessary [William, 2006].

4. Conclusion

We have introduced the debate of net neutrality. We surveyed the many valid reasons given by both the advocating and opposing sides of net neutrality. So far the debate seems to be pitting first the webes, large bandwidth intensive web companies and a few individual consumers against correspondingly wealthy telcos, large telecommunication companies, who are watering for a hand in the webes money pot. We propose that governments should come in and try to bring fairness to the playing field by introducing some regulations that wont make the telcos, the omniscient gatekeepers of the global internet upon which all of us have come to depend and will not make the webes haggle the limited bandwidth for their high paying customers,

5. References


WIKIPEDIA. http://en.wikipedia.org/wiki/Network_neutrality


2


Drake Patrick Mirembe and Maybin Muyeba

This paper presents a high level design of a typical Ambulatory Wireless Sensor Network (AWSN) and its security requirements. It presents a theoretical analysis of the effects of mobility and dynamism of nodes in relation to the delivery of (authentication, reliability, data freshness, and integrity) services by routing protocols. The analysis focuses on Ariadne protocol and uses the Random-Way Point as the mobility model. The delivery of security services is modeled in terms of packet delivery ratios, link re-connections, and end-to-end delays. The logical analysis reveals that the rate of node mobility and dynamism affects the delivery of security services. The paper concludes with the emerging research directions, which form the basis of the future work. Note that this is work in progress.

1. Introduction

Globally there is a growing need to improve access to quality healthcare services. As a result, a number of research groups are exploring ways of integrating wireless sensor technologies in the delivery of health care services. Notable projects include CodeBlue [Shnayder et al. 2005], MobiHeath [MobiHealth 2008], and MyHeart Project [Phillips 2008]. The desire to develop ambulatory sensor technologies is fueled by growing populations and the increase in natural disasters in recent years [Cred 2008]. In disaster emergency response, the need for reliable information acquisition, processing and dissemination technologies is an important component in the response strategy and overall case management. The availability or unavailability of patient physiological data can mean either saving a life or losing it. These have been the driving force behind the development of wireless medical sensor networks in general.

In the Wireless Sensor Network (WSN) research community, the phrase “Medical Sensor Network” has been widely used to describe wearable wireless sensors, but we find the concept restrictive as it does not embrace other mobile devices like PDA’s that interface which Wireless Sensors (WS). Thus, in this research a term “Ambulatory WSN” is coined to refer to an integral system of wireless (mobile or/and fixed) sensors and interface terminals (like PDAs) that enable care providers to monitor the physiological status of a patient.

Until recently, research on MSN or simply AWSN has focused on making the technologies work at the expense of security and reliability. AWSN areas that have received a lot of attention include; stimuli acquisition and analysis [MobiHealth 2008; Phillips 2008 and Shnayder et al. 2005], reliable power supply [Muneeb et al. 2006 and
Shnayder et al. 2005], and optimization of communication protocols [Jamal and Kamal 2004; Intanagonwiwat et al. 2003; Walters at al. 2006 and Yu et al. 2001]. Nevertheless, security of sensor networks in general has attracted a lot of attention [Karlof et al. 2004; Krishna et al. 2006; Lorincz et al. 2004; Sastry and Wagner 2004 and Warren et al. 2005], and a number of interesting security oriented protocols have been proposed including; SPINS [Perrig et al. 2002], INSENS [Deng et al. 2006], SAR [Seung et al. 2001], and Tiny Sec [Karlof et al. 2004].

Note that, most of the current WSN security oriented protocols have focused on securing data generated and disseminated by static WSN. In theory, static WSN face different threats compared to mobile sensor networks like AWSN. The chances of compromising AWSN are increased by the mobility and dynamism of nodes. Therefore, there is need to develop new approaches such as those proposed in [Kambourakis et al. 2008 and Ng et al. 2006].

The rest of this paper is organized as follows; Section 2 presents an abstract scenario of the application and Section 3 discusses the effects of mobility on the delivery of security services by Ariadne protocol [Yih-Chun et al. 2002]. Section 4 presents the emerging issues and concludes the paper with future research directions.

2. Abstract Scenario

To help the reader visualize the application domain, an abstract scenario of various components of the service and key use case transactions are presented in Figure 2. The set-up described in figure 2 is based on a number of design decisions about AWSN service. Although most of the design decisions are based on user requirements, some are purely based on the perceived future deployment environment.

Fig 2: Abstract Scenario
Imagine a set-up where small light weight wireless sensors are attached to mobile objects under observation (e.g. patients in a disaster area or animals in a zoo). In such a set-up, care providers can use mobile terminals like PDA’s, Smart phones or Laptops to read data from wireless sensors attached to the object over a wireless interface like Zigbee [Zigbee-Alliance 2008]. For the deployment model described above, the following design decision must hold;

1. Assume that objects under observation occupy a vast area, perhaps hundreds if not thousand of square meters.
2. That the effective communication range of wireless sensors is short (say <10m).
3. That network nodes are heterogeneous (consists of high performance and low performance nodes)
4. Nodes in the network obey the random mobility model.
5. Wireless sensor nodes far from mobile terminals (sink node) must relay their data over a mesh like network in order for their data to reach the intended recipients.
6. It is assumed that both Sender and Receiver nodes are mobile or one of them mobile and the other fixed.
7. Care Providers are envisioned to carry mobile terminals that can share data on peer-to-peer scheme, hence forming a MANET.
8. Wireless sensors can be lost.
9. The broadcast domain is assumed to be a natural environment with abstractions.
10. Sensors and Mobile terminals can not be trusted
11. Sensors deployed in the abstract scenario are assumed not to have tamper resistant hardware.
12. The communication model between nodes is multi cast;
   i. Sensor to Sensor
   ii. Sensor to Base Station (high performance device e.g. PDA)
   iii. Base Station to Sensor
   iv. Base Station to Base Station

In a typical disaster emergency response [Tia Gao et al. 2008], multiple care providers could be roaming over the field in which patients under observation are resting. As they move about in the field, their mobile terminals scan the environment at a certain frequency, locate wireless sensors, establish connections, download data, correlate and analyze it. Sensors relay their data to the mobile terminals either;

1. When an interesting event occurs
2. Periodically
3. Or when queried by users (mobile terminal requests).
In the emergency response deployment, patients are constantly being transferred from locations where they are resting to points of care, hence inducing mobility of sensor nodes as well. The fluidity of the network and the random mobility of nodes make securing data collected and relayed by nodes in the field difficult. Moreover the scenario could have multiple response teams, with no prior communication knowledge; hence the need for an ad hoc trust management scheme based on sound security protocols.

When long range wireless communication technologies like GPRS become available in the operation field, mobile terminals can then relay the correlated data to the response center server. While at the center, the data can be integrated in the general care management information system for future references.

2.1. Security Requirements

To understand the security requirements of a service, it is imperative to first identify the key stakeholders and assets that may need protection. The key stakeholders of AWSN service include; patients, care providers, technology suppliers and the authority. While key assets include; application data (sensor readings), control packets, wireless sensors, sensor application programs, mobile terminals, and cryptographic keys. Based on the above background, the following are the security requirements for the AWSN service;

1. Guarantee of reliability and availability of the service
2. Maintenance of authenticity of nodes and data
3. Preservation of integrity of data
4. Preservation of privacy of users and their data and
5. Authenticity of patients

In general all stakeholders are interested in the reliability of service. Patients would like to be assured that correct data about their physiological status is being reliably received by authentic care providers. While care providers and technology suppliers would not like to be litigated for failure of the technology and the authority is interested in quality of service. During the delivery of service, the care providers are interested in authenticity of data, an assurance that the readings on their screens are from patients they are interested in, NOT from fraudulent objects. Besides authenticity of data, patients and the authority are also interested in the preservation of patient privacy as recommended in the Health Insurance Portability and Accountability Act of 1996 (HIPAA) [US Gov. 2008]. All these requirements make the design and development of security protocols for AWSN a must have for successful deployment of the service.

2.2. Where to Deploy Security Services

Ambulatory Wireless Sensor Networks are unique from ordinary Mobile Ad Hoc Networks (MANET) in terms of device configuration, user requirements, deployment architectures, variety of technologies integrated, and nature of service provisioning among others. Therefore, the application of conventional MANET security mechanisms to secure AWSN services may not be applied unswervingly without modifications.
Hence two approaches have emerged in recent years;

1. Adaption of existing MANET security protocols to AWSN
2. Development new protocols to cater for the emerging needs and constrains of AWSN.

Whichever approach one chooses to follow, the fundamental question is at what level in the communication stack should security be enforced? Researchers for various reasons have made different preferences and each preference has a benefit and a cost. In general, network and medium access implementation of security mechanisms are preferred because of their support of in-network. In-network processing is common in AWSN as it forms a basis of data aggregation. Deploying security mechanisms at lower layers help mitigate attacks before they can consume significant network resources. While researchers advocating upper layer security deployment (application layer) argue that, it is less expensive to implement, since it does not constrain mandatory processing of security services by lower layers. From Section 2 it is clear that AWSN integrates high performance devices (e.g., PDAs) and resource constrained devices like the MicaZ motes; thus security protocols defined for ordinary MANETS [MANETS WG 2008] e.g., Ariadne [Yih-Chun et al. 2002] could be scaled down to deliver security services in resource constrained motes as well, hence the motivation to focus on Ariadne. Besides, the choice of Ariadne was influenced by the fact that the protocol is built to work in dynamic ad hoc networks like AWSN. To our knowledge, until now Ariadne is the most comprehensive proposal for secure routing in mobile ad hoc networks like AWSN. Since Ariadne is based on Dynamic Source Routing protocol (DSR) [Johnson 1994] and TESLA [Perrig et al. 2002], its good to assume its effectiveness largely depends on efficient integration of the two modules. Note that the effectiveness of a routing protocol also depends on a Medium Access Control (MAC) layer protocols like MMAC [Ali et al. 2005], key management scheme, choice of cipher, and reliable time synchronization scheme.
Table 1: Where to implement security services

<table>
<thead>
<tr>
<th>Communication Layer</th>
<th>Nature of protocol</th>
<th>Merits</th>
<th>Demerit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application</td>
<td>Authentication and Authorization</td>
<td>Only applied on Demand.</td>
<td>Delay in processing, &amp; increased power consumption</td>
</tr>
<tr>
<td>Network</td>
<td>Encryption, Reputation Schemes, Identity management and Authorization</td>
<td>Supports End-to End security; Enforces baseline security</td>
<td>Increases power consumption, does not support in-network processing like continuation programming</td>
</tr>
<tr>
<td>Media Access</td>
<td>Time Synchronization, Dynamic Media Access, Error corrections</td>
<td>Supports in-network processing (A link layer security mechanism can detect unauthorized packets when they are first injected onto the network)</td>
<td>Provides generic security services not specific to individual application needs</td>
</tr>
<tr>
<td>Physical</td>
<td>Spread-Spectrum and Priority Messaging</td>
<td>Resistant to jamming, fading and eavesdropping</td>
<td>High energy costs, constrained, limited frequency domain</td>
</tr>
</tbody>
</table>

3. Effects of Mobility on Performance of Ariadne Protocol

Ariadne is a demand driven secure ad hoc routing protocol that is built on two protocols; (1) Dynamic Source Routing (DSR) [Johnson and Maltz 1996] for routing and (2) Timed Efficient Stream Loss-tolerant Authentication (TASLA) [Perrig et al. 2002] for authentication. Although Ariadne protocol can use other forms of authentication like Message Authentication Code (MAC) [Pfleeger and Pfleeger 2003] and Digital Signatures [Pfleeger and Pfleeger 2003; Tilborg 2003], the default scheme is TESLA. The TASLA authentication scheme uses delayed disclosure of the shared key to achieve asymmetric cryptography over symmetric cryptography. The design goals of Ariadne protocol can be summarized as follows;

1. Perform basic routing tasks, i.e.;
   i. Route establishment
   ii. Route maintenance
2. Perform node identity management
3. Preserve the integrity of packages and
4. Be efficient

Since secure routing in theory refers to secure establishment and maintenance of communication links, the following subsections highlight the operations of Ariadne protocol in that regard.
3.1. Basic Ariadne route discovery

The Ariadne route discovery scheme is built on DSR route discovery protocol. During the route discovery phase, a Sender node S wishing to establish a connection with a Destination node D, prepares a route request packet. The packet contains eight fields: \(<\text{Route Request, initiator, target, id, time interval, hash chain, node list, and MAC list}\). The initiator refers to the address of the Sender while the target refers to the address of the Destination. Every route request initiated by the Sender must be tagged with an "id", this parameter is used for accountability purposes. Because the Ariadne protocol relies on TESLA to provide authentication, which itself uses delayed disclosure of symmetric keys to achieve asymmetric cryptography, the sender of the route request defines the upper bound delay interval \(T\), in which it expects keys to be revealed. The node list which is initially empty is updated by intermediate nodes along the path of the request by appending their names, same holds for MAC list. When an intermediate node receives a route request packet, first it checks if it is the intended destination, if it is not, it checks from its local table the matching pair of initiator and request id. If it sees the value in the local table, the node discards the packet. Otherwise, it checks if the time interval is valid, if not valid, the node discards the packet as well. If the packet passes the above two tests, the node appends its own address on the node list in the packet, computes a new hash chain and MAC, appends the initial and id values of the request into local table, and rebroadcasts the packet.

On receiving the packet, the destination node first checks the validity of the request, by determining whether the time interval of the keys specified is valid, and that the hash chain in the packet must be equal to

\[
H\left[ n_i, H[\ldots, H[n_1, MAC_{K_{sp}}\text{Sender, Dest, id, time-interval}, \ldots]] \right]
\]

Where \(n_i\) is the node address in the node list at position \(i\) in the request packet? The route reply packet has the structure: \(<\text{Route Reply, initiator, target, id, time-interval, node list, MAC list, target MAC, key list}\). The target, initiator, time-interval, node list, MAC list fields are set to the corresponding values in the route request packet.

3.2. Basic Ariadne route maintenance

When an Ariadne intermediate node forwards a packet to the next hop along the source route, returns an error to the original sender if it is unable to deliver the packet after a limited number of retransmission attempts. A route error packet in Ariadne contains six fields \(<\text{Route Error, initiator, receiving address, time-interval, error MAC, and recent TESLA key}\). The initiator is the node which has encountered the error; the receiving address is the node which the intermediate node failed to reach when attempting to forward the packet. The time-interval is the TESLA link latency time and the error MAC is the hash of all fields in the error packet computed using the most recent TESLA key of the intermediate node encountering the error. Finally the node must define the destination address which is the address of the original sender of the packet. The error packet is
forwarded towards the destination as the normal packet which each intermediate node performing node packet and key validation before forwarding the packet towards the destination. The destination processes the error packet the same way it processes the route request, except the processing node it does not have to generate reply. The only action it takes is to remove the route from its cache memory.

3.3. Mobility Vs Security Services

This section presents a logical analysis of Ariadne the security mechanism. The analysis focuses on the impact of mobility of nodes and the fluidity of the network on the delivery of security services of Authentication, Integrity, Reliability, Confidentiality, Message freshness and Non-repudiation.

3.3.1. Mobility Vs Authentication

Hypothesis:
Authentication can only be maintained if the average end-to-end link delay does not exceed a certain threshold value.

Explanation:
Let a Packet P take \( n \) seconds to travel from Node A to B. If the global upper bound packet delay between Node A and B is \( q \) seconds, called threshold value, P will be dropped if \( n > q \). If P was an authentication packet, the authentication protocol will have failed, since credentials will not have been shared among protocol principles. Let Nodes move at a constant speed \( S \), and let the relative distance between node A and B be \( D \), then from \( \text{Speed}(S) = \frac{\text{Distance}(D)}{\text{Time}(T)} \), we have \( T = \frac{D}{S} \), if \( T > q \) then authentication will fail because of lack of freshness of the authentication packet. Thus, authentication can only be maintained if the delay does not exceed the threshold value of \( q \). Since nodes in AWSN application move at a random speed, it is hard to maintain \( q \) for all connections. Thus, a good number of authentication requests for AWSN service running Ariadne will fail. Note that Ariadne relies heavily on time synchronization to authenticate both packets and nodes, because of mobility in the network and dynamism of nodes i.e., the rate of node joining and leaving, it is our conclusion that a large number of authentication requests will fail. In Ariadne, there is another key requirement, the loose time synchronization scheme.

3.3.2. Mobility Vs Reliability

Hypothesis:
Since Ariadne depends on DSR and TESLA as the base protocols, it inherits the limitations of the two

Explanation:
One of the drawbacks of DSR is that it lacks a mechanism to repair broken links locally, thus route cache information may sometimes result into inconsistencies
during the route reconfiguration as new nodes join the network while others leave, besides changing their physical locations. Note that Ariadne requires every packet be authenticated before being processed, this requirement is not ideal for AWSN where there is high mobility and node dynamism because the link connection setup delay is higher than in ordinary lookup table protocols. Also due to source routing scheme and TESLA, the sender must know the whole route information and the cost of knowing this information is propositional to the route path length and it often times takes time to build, which by nature of mobility it may be absolute when it is received by the source as new information. Therefore, while DSR may perform well in static and low-mobility environments, its performance degrades rapidly with increasing mobility and node dynamism. We anticipate high package delays and low package delivery ratio for the following reasons

1. Nodes changes location information at a relatively high frequency
2. Node join and leave the network at random
3. Authentication of all packets in the network by TESLA increases delays and for long routes results into low rate of packet deliver as packet are dropped along the path because of delayed arrival
4. Ariadne has no mechanisms to mitigate replay attacks by compromised nodes
5. In a highly dynamic and mobility network, it is difficult to maintain time synchronization signature in the bounds defined for TESLA to remain effective.

3.3.1. Mobility and dynamics Vs Non-repudiation

**Hypothesis:**

Since the authentication protocol for Ariadne relies on a receiver’s ability to determine the senders keys, which are already published based on the loose time synchronization between the two nodes. Then if the two nodes are not well synchronized, it will be had for the receiver to verify senders keys and hence to enforce non-repudiation of entities.

**Explanation:**

In digital security non-repudiation refers to a service that provides proof of the origin and sometime integrity of data or packet. Mobility and dynamism issues in AWSN make the verification of message source and sometimes integrity of data difficult.

3.3.2. Mobility Vs Confidentiality, freshness and data integrity

In AWSN it is difficult to maintain the freshness of all messages in the network particularly for the application we envision in this research. According to the operations of Ariadne protocol, two types of packets are transmitted on the network, i.e., application datagram’s and control packets. The challenge of keeping these packets confidential lies in the key management framework. Since node join and leave the network at random and these nodes might have prior knowledge of each other, then we assume it difficult for Ariadne protocol to guarantee confidentiality of data. About integrity, since intermediate nodes
perform data aggregation from multiple nodes, we will investigate if it is possible to maintain sound message integrity in such an environment.

4. Emerging Security Issues and Conclusions

Our preliminary work has revealed a couple of emerging research directions. According to [Kambourakis et al. 2008 and Muneeb et al. 2006] the sensor network research community has ignored at least until now the effects of mobility on the delivery of security services. As highlighted in Section 1, most efforts to secure WSN have focused on designing solutions for static networks not the highly mobile heterogeneous network we envision in this research. In theory, mobility of nodes complicates bandwidth utilization because of too many link re-connections. The excessive re-connections do not only raise routing overheads, but they also raise concerns about fairness, packet delays, authentication, authorization and accountability and the overall reliability of service.

Consequently, whoever is designing a secure protocol for AWSN must investigate the effects of mobility and network dynamism on authentication, authorization, accountability, identity management, reliability, key management and time synchronization schemes? We are also fully aware that robust security does not only depend on sound security protocols, but it also on sound user ethic. We will discuss other factors that affect optimal deployment of security controls in our future works. The following are some of the emerging research directions from our preliminary investigation which form the core of our immediate future research direction;

1. Does mobility and dynamism of nodes affect how ARIADNE protocol delivers its security services?
2. How reliable is MMAC protocol with increasing mobility and density of nodes?
3. Considering mobility and network dynamism, what would be the optimal layer in the communication stack to implement security services?
4. How can we best address concerns about user privacy in AWSN?
5. How can we efficiently manage identities of nodes and objects being monitored?
6. How can we efficiently manage cryptographic keys in such a dynamic and resource constrained environment?

This is so much work in progress, in the next stage we are going to simulate hypotheses in Section 3, with NS 2 network simulator to generate empirical results and validate theories concerning the effects of mobility on delivery of security services. We also plan to analyze the authentication properties of Ariadne using AVISPA, a tool for analyzing security protocols. Also a new secure routing protocol for AWSN will be proposed, and have its performance analyzed. Besides, technical consideration of security analyze user behaviors which might affect optimal deployment of security protocols in AWSN but concerns about optimal data acquisition by sensors are out of the scope of our
immediate future work. We believe our work will contribute to the understanding and
development of optimal security and privacy enhancing techniques for AWSN which
are vital for the adaptation and deployment of AWSN services.
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Improper combination of copper pair properties like gauge, longitudinal balance, loop resistance, insulation resistance and distance for Integrated Services Digital Network Basic Rate Interface (ISDN BRI) leads to users experiencing connectivity problems and fluctuating link speeds. Installations, configurations, troubleshooting and maintenance of ISDN BRI services can be very complex to the technical team of the service provider. There may be many reasons causing this in developing countries. Troubleshooting at Uganda telecom, for instance, has been cumbersome due to the absence of manuals that guide technicians on proper installation of copper lines.

In this paper, we report measurements study to analyze and assess the impact of the copper pair parameters/properties combination to the copper line speeds. The study aimed at simplifying the installations, configurations, troubleshooting and maintenance of the ISDN BRI services on the side of the technical people. This was achieved by taking measurements at different parameters (distance, gauge, longitudinal balance, loop resistance, and insulation resistance) in order to come up with optimal values for the design of the computer based program for optimization of data connectivity in ISDN BRI. We use the measurement results to design and develop a computer based program that can be used to verify the measurements and identify the expected optimal parameters in troubleshooting.

1. Introduction

Integrated Services Digital Network Basic Rate Interface (ISDN BRI) is commonly used as a solution to provide low bandwidth Internet access to small offices or dial-in users with traditional analogue dial-in services. In general, it is a network that provides end-to-end digital connectivity to support a wide range of services including voice and data services. Some readers, mainly from developed world, may wonder why we are still talking about ISDN technology, while may appear obsolete in developed world; ISDN is still used as Internet access technology in developing countries albeit at a very small scale. In this paper we are not proposing using copper as a communication medium, but we are analyzing the performance of the currently used copper system / technologies (ISDN BRI) and what we show are the typical mistakes that can be done in developing countries due to lack of expertise and negligence.

ISDN allows multiple digital channels that operate simultaneously through the same regular phone wiring used for analog lines. Latency is much lower on an ISDN line than on an analog line. The technology is implemented over copper access network for voice and data communication; however it should be implemented with proper combinations
of copper pairs' properties/parameters like gauge, longitudinal balance, loop resistance, insulation resistance, and the distance. Distance refers to the length of a pair of copper conductors from the central telephone office to the customers’ premises. Longitudinal balance is the electric symmetry, with respect to ground, of the two wires of a pair or an expression of the difference in impedance of the two sides of a circuit [Technical, 2007] Loop resistance is the total resistance of a thermocouple circuit caused by the resistance of the thermocouple wire (total resistance of a closed circuit of two wires measured at one end). Insulation resistance is the DC resistance expressed in ohms measured between any electrical connector pins or lead wires and the transducer body or case [Grace, 2009].

In the event that ISDN BRI connectivity is not working well the developers of the technology developed error codes and their likely causes [ITU, 2002] which are supposed to assist the technical team in coming up with the proper installations, repairs/troubleshooting and maintenance. Despite using error codes, installation manuals of ISDN BRI and several trainings to the technical team of the service providers, users experience connectivity problems and new installations at times take long to be completed. This was got through a verbal interview we carried out on both the technicians and clients of ISDN BRI technology at Uganda Telecom, a telecom provider in Uganda. However, these manuals and guidelines for the existing copper are nowhere to be found, and it is not clear if the guidelines were properly used when installing them.

ISDN users have been constantly reporting connectivity problems ranging from low speed to poor connectivity. This is the main motivation of this work: Firstly, we carried out a measurement study for 150 copper cables using a dynatel 965 test meter to determine the dependency of speed to the copper parameter values. Dynatel 965 test meter is used to determine the speed of copper cable in addition to inherent parameters of the copper at any distance from the central office of the ISP. Analysis of the measurement results enabled us to know the dependency of link speeds to copper parameters. We used the measurement results to implement a computer based tool that can be used to automatically check if the values from the Dynatel are optimal.

This paper is structured as follows. Section 2 describes how the measurements were done, and Section 3 outlines the results of the measurements. In Section 4, analysis of the results is explained and we briefly describe the computer based tool that was developed as a result of the measurement analysis. Finally, we conclude the findings in Section 6.

2. Measurements

We measured parameters for 150 copper cables of Uganda Telecom that support ISDN connectivity to users. As mentioned earlier, a Dynatel 965 test meter was used to give the values of all parameters of a given copper cable, namely gauge, longitudinal balance, loop resistance, insulation resistance. We measured the distance from the ISDN central operational office of the telecom provider to the measurement point (at the end user) in order to assess the impact of the combination of the copper pairs’ parameters to the
distance. The 150 lines were chosen because users of those lines had reported faulty behaviors more than four times in the past two months, information (Location and technical details) about the lines was collected so that measurements could be made. Each ISDN BRI line in question was disconnected from the switch and the network terminal was also disconnected at the customer’s premises so that the copper pair was free from any electrical signal, then the measurements were taken by a digital meter.

A 1 MB test file that we named testfile.tar.gz was put on one of the servers at the service provider’s end, the ISDN BRI line was reconnected and the test file was downloaded at the customer’s end. This allowed us to record download rates (data transfer rates) at three different intervals during the download (i.e., at the beginning, middle and the end). The average download rate was taken as the data transfer rate at the measured parameters / properties and the results were tabulated. Latter all the data was analyzed to establish the dependency of link speed to various parameters of copper cables and the distance between end user (measuring point) to the server.

The results of the measurements exhibited two categories; those with data transfer rates above 50 kbps and those that were below. We consider 50 Kbps as the best line speed because bearer channel of ISDN is 64 Kbps, with assumed overhead of 14 Kbps, then the optimal link speed is 50 Kbps for one bearer channel of ISDN BRI to be fully optimized. The results that exhibited data transfer rate above 50 kbps were used for the implementation of computer based program for the optimization of ISDN BRI under fixed gauge with varying distance, loop resistance, insulation resistance and longitudinal balance.

3. Analysis of Measurement Results

In this section, we present analysis of the measured data in order to determine the variation of line speed as a function of increasing values of the parameters of the copper line and the distance. We classify the analysis into different categories, the basis was on copper pairs’ gauge / property under study. Data was grouped and analyzed into two groups, namely, 1) data that resulted in link speed above 50Kbps, and 2) data that led to link speed of less than 50 Kbps. Our analysis in this paper will emphasize the first case. For analysis of complete data set the reader is referred to [2]. Four gauge values (0.4mm, 0.5mm, 0.55mm (Mixed gauge), and 0.6mm) were put into consideration because there are only four copper pair gauges being used by the service provider.
The average distance for different gauges for all ISDN BRI lines (below and above 50 kbps data transfer rate) were collected and a graph of average distance as a function of gauge is seen in Figure 1. The figure shows general dependency between distance and gauge. It can be observed from the Figure 1 that the gauge increases as the distance increases. These results suggest that the installation was deliberately done to favor higher gauges for longer cables in average sense.

Figure 2 shows the average loop resistance as a function of gauge. It can be observed from the figure hat as the gauge increases the average loop resistance decreases. Similar trend can also be observed for the longitudinal balance from Figure 3; that as gauge increases the longitudinal balance decreases.
Fig. 3 The average longitudinal balance as a function of gauge

The average data transfer rate as a function of distance for copper conductors was also plotted and it is observed from Figure 4 that for all data transfer rates, as the distance increases the data transfer rate decreases. This shows that distance has an impact on the data transfer rate, the further you go the lower the data transfer rate or speed. This implies that a copper cable with higher gauge value is required to extend the ISDN BRI services to subscribers located a longer distance from the service provider and the bigger the gauge the better the service.

Fig. 4 The average data transfer as a function of gauge
4. Computer Based Tool

The computer based tool for optimization of ISDN BRI was developed after the analysis of the results of measurements carried out using the confidence interval ($\mu$). Confidence Interval refers to a condition given that if $a$ and $b$ are limits of a parameter, then $a \leq \mu \leq b$, where $a$ and $b$ are called confidence limits, $a$ being the lower confidence limit while $b$ is the upper confidence limit. The probability that the true population parameter will lie with in the stated interval is denoted by $(1-\alpha)$ and this is referred to as confidence coefficient or degree of coefficient. Standard deviation on the other hand is a measure of the dispersion of outcomes around the mean of a given sample size denoted by sigma well as mean refers to the mathematical average of a given sample size. In our case, optimal values are measurements which exhibited data transfer rates or link speeds above 50 kbps.

The confidence interval values for each parameter were used the confidence limits under which we are confident that ISDN BRI can optimally work. It was also used in the analysis of the measurements in order to come up with optimal ranges under which ISDN BRI should operate. Table 1 shows the optimal values or degree of confidence after measurements and analysis.

The results of the analysis were further filtered in order to come up with measurements which were used as a yard stick for the development of the computer based program. Then Windows XP was used as an operating system, Visual Basic 6 as the software and a Laptop as the hardware for the computer based program.

Table I: Degree Of Confidence

<table>
<thead>
<tr>
<th>Gauge</th>
<th>Distance Km</th>
<th>LT/BAL</th>
<th>L/Res</th>
<th>INS/RES</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>(2.7 ≥ µ ≤ 4.1)</td>
<td>(-53.3 ≥ µ ≤ -67.1)</td>
<td>(1121.7 ≥ µ ≤ 1311.5)</td>
<td>(375.4 ≤ µ ≤ 644.4)</td>
</tr>
<tr>
<td>0.5</td>
<td>(3.5 ≥ µ ≤ 5.4)</td>
<td>(-61.4 ≥ µ ≤ -69.4)</td>
<td>(1176.3 ≥ µ ≤ 1350.7)</td>
<td>(530.7 ≤ µ ≤ 766.1)</td>
</tr>
<tr>
<td>0.55</td>
<td>(4.66 ≥ µ ≤ 6.74)</td>
<td>(-48.8 ≥ µ ≤ -65.2)</td>
<td>(1176.3 ≥ µ ≤ 1342.9)</td>
<td>(497.4 ≥ µ ≤ 791.8)</td>
</tr>
<tr>
<td>0.6</td>
<td>(4.5 ≥ µ ≤ 6.5)</td>
<td>(-56.8 ≥ µ ≤ -73.2)</td>
<td>(1204 ≥ µ ≤ 1374)</td>
<td>(550 ≥ µ ≤ 766)</td>
</tr>
</tbody>
</table>

Table I shows the degree of confidence for measured distances, longitudinal balance (LT/BAL), loop resistance (L/Res), and insulation resistance (Ins/Res) as a function of gauge. These are the results which were used in the development of the computer based program for optimization of ISDN BRI. For distance, the upper limits to the nearest whole number were used as the maximum distance for optimal data transfer except for a 0.55 mm (mixed) gauge the mean of 0.55 was considered since it was a mixed gauge. The table shows that the maximum longitudinal balance for gauge 0.6 mm is -56.8 dBm (approx -57 dBm) and was used as the benchmark for all gauges since longitudinal balance increased with decreased in gauge. In the loop resistance, the upper limits to the nearest whole number were used as the benchmark. For insulation resistance, the 375.4 mega ohms (approx 375 mega ohms) was used as the benchmark for all gauges as the minimum insulation for optimal data transfer.

The tool was tested in practice in conjunction with the dynatel and it was shown to comply with the expected results from the measurements. In general, the tool can help technicians when troubleshooting different lines. It provides a basis for the expected copper parameters as well as the expected line speed.
5. Conclusion

The analysis of copper access networks was performed in order to obtain optimum parameters under which ISDN BRI provides good performance. And after the analysis of measurements, results showed that as the gauge values increased, the distance increased hence a bigger gauge was required to extend the services to a longer distance.

The measurement results showed that as the gauge increased the loop resistance decreased, hence more and more links offered high speeds in low and low values of loop resistance, in order to achieve optimal data connectivity, a maximum of 1312 Ohms for a 0.4mm gauge, 1351 Ohms for a 0.5mm gauge, 1342 Ohms for a 0.55mm gauge, and 1374 Ohms for a 0.6mm gauge was required maximum loop resistance and anything above those values exhibited a drop in data connectivity.

For the increased gauge, the longitudinal balance decreased hence more and more links offered high speeds in lower and lower magnitudes of longitudinal balance values, so to achieve optimal data connectivity, -57 dBM was the maximum longitudinal balance required for all gauges. As the gauge increased the insulation resistance increased hence high speeds were attained in high magnitudes of insulation resistance, so to achieve optimal data connectivity, 375 mega ohms was the minimum insulation resistance required for all gauges. We also found out that distance had an impact on the data transfer rate, as distance increased, less and less links offered high speeds, in order to achieve optimal data connectivity, a maximum of 4 Km for a 0.4mm gauge, 5 Km for a 0.5mm gauge, 5.5 for a 0.55mm gauge, and 6 Km for a 0.6mm gauge was the required maximum distance and anything above those values exhibited a drop in data connectivity. Measurements results were used to develop a computer tool that provides a base line for expected measurements values of copper parameters and line speed that help technicians to troubleshoot copper lines.

Measurement results suggest that the reported connectivity problems by end-users are probably due to improper installation of copper lines. The scope of this paper was limited to copper pairs parameters/properties combination for ISDN BRI connectivity, however further investigations can be carried out to cover other technologies like Asymmetrical Digital Subscriber Line (ADSL) which use copper access networks.

References


Grace B. 2009. Analysis of Copper Access Networks for Data Connectivity Optimization in ISDN, Basic Data Rate Interface, MSc. Project, Makerere university, Kampala, Uganda.

ITU, 2002. Standard Q.931 disconnect cause codes, Q.931 ISDN, Quintum Technologies, USA

Part Five

Computer Science
1

Apprenticeship Environment and Co-operation Based on the Grid and Web 2.0 Designed for Training Communities with Common Interest Centres

Bernabe Batchakui, Claude Tangha, Roger Nkambou And Thomas Ndie Djotio

Common interest centers specialized in training communities, such as secondary schools, university training institutes, have heterogeneous, rich and varied resources in contents. Yet in their assessment, these communities present very disproportionate results. The present article comes out with an apprenticeship and co-operation setting which is based on Grid technologies and uses Web 2.0. The new environment is designed to ease the communication between the communities and thereby reduce the gap between them. To achieve this objective, a set of technologies and tools is used. It includes domain ontology for the validation of course contents, intelligent agents for communication and guidance, extended Moodle platform for contents surfing, multimedia message services (MMS) for transfer and retrieving grid courses through the mobile phone.

1. Introduction

Today, emerging technologies like the grid and web 2.0, significantly improve access to resources. For instance with grid, it is possible for a user to run in a transparent manner a software in a remote computer without having to worry about material or software constraints (capacity of the processing unit, memory, computing power, etc.). That responsibility is incumbent on the grid load. Web 2.0 on its part enables the internet user to impact on the contents that it receives, thereby making him not only a mere consumer, but also a producer of resources. These characteristics of the grid and web 2.0 meet the present requirements of e-learning consisting in the collaboration and co-operation between all the participants and the learner as the centre of his apprenticeship.

Furthermore, many training communities that share common interests like secondary schools and universities have numerous, heterogeneous resources rich in contents. Nevertheless, the problem encountered in reviewing these communities is that the latter present, for the same course contents, disproportionate results. For instance, in Cameroon, for the same national result, the success rate is some times far above average for certain schools and below average for others; this particular case can be observed through the statistics of the 2007 official exams published by the “Office du Baccalauréat du Cameroun” [BEBC 2008]. In order to reduce the gap between these communities, our hypothesis is that, resources of each of these communities reside in the computer connected on the Internet. This article thus puts forth an apprenticeship
and collaboration environment named « Grid Environment for Learning and Sharing Objects between Training Communities » GELSOTC, designed to facilitate inter-community communication.

GELSOTC is based on the grid infrastructure. It federates the following tools and technologies: domain ontology for the research and the validation of contents, intelligent agents for communication and tutorship, Moodle platform extended by a module of content structuring and Web 2.0 concepts for contents surfing, and Multimedia Message Services (MMS) for depositing and withdrawing grid lectures via the mobile telephone. Its main objectives are:

- To enable training communities with common interest centres to gather in networks in order to exchange training resources, create and put at the disposal of the network consensual contents, pedagogically rich and varied, to validate contents created by domain ontology, etc.
- To enable constituted members of networks: to learn, enrich various training contents of their networks, organize themselves into self aid groups, and seek available resources of their networks.

We have structured this article as follows: the first part presents the state of the art on the field of grid services for learning, a glance at the Web 2.0 and its advantages for e-learning, a glance at the Moodle platform, a brief definition of the ontology and the intelligent agent. The GELSOTC environment is specified in part two while the third part concerns the implementation of GELSOTC middleware. The article ends with a discussion, a conclusion and some perspectives.

2. State of the Art

2.1 Computer grid and its apprenticeship capacities

2.1.1 Grid computing.

From the numerous definitions of grid computing, we have retained Ian Foster and Keselman’s who define computer grid as an environment operational and heterogeneous architecture systems whose access is provided to the user under a unified form by a software called Middleware [Foster 2001, Batchakui and al. 2007]. The grid is often used to share free computing power of connected computers. It is based on a standard architecture called OGSA (Open Grid Service Architecture). It deals with architecture in layers whose services form the basis of communications [Dugenie 2005, Kesselman 1998]. OGSA has a series of technical specifications which help to define an infrastructure in order to integrate and manage services within an organisation which is virtual, spread out and dynamic [Foster et al. 2002].

Today, grid usage has spread out to other domains. However, our interest is on e-learning. Apprenticeship grids as they are often referred to help to share out learning resources, give room for the inclusion of constraints such as: "information access only when the need is expressed, the management of the access to the distribution network and safety. The above-mentioned constraints constitute the requirements of a learning
model on information transfer. Apprenticeship grids are, on an architectural point of view, based on the OGSA extension called GLS (Grid Learning Services) [Nkambou and al. 2005]. This is an OGSA to which a layer has been added comprising basic services that enable sharing as perceived by e-learning (collaboration, e-qualification, co-ordination, etc). The objective of GLS is to facilitate the contents broadcast and the sharing of apprenticeship objects. Grid presents so many advantages for apprenticeship.

2.1.2 Advantages of the grid for teaching.

The grid is supported by a distributed architecture, as solution to the problems of the interoperatability and heterogeneity. Its advantages are numerous. It permits: the access of a larger number of learning objects geographically dispersed, the coexistence of heterogeneous resources, the dynamic management of learning resources, the reduction of costs related to maintenance, the sharing of resources to enhance the collaboration between learners and the authors of the learning objects [Pankratius 2003], the sharing of the knowledge of the learner personalized and contextual. Also, it creates a learning environment centered on communication and collaboration and consequently, reduces considerably the distance between the entities or actors of the training.

2.1.3 The grid environments for Learning.

Grid systems have been conceived in the domain of e-learning and their main objective is to enable their users to collaborate through exchange of learning objects. The stress this time is put on the learner: the systems designed save the latter from the overload of information in registering into the virtual organization and the contents offered take into account the profile of the learner. The environments that we have studied, those that have mostly struck us with respect to our objectives are the following:

- **DIOGENE** [Cri 2002, Wooolf 2005]: it is a platform resulting from a project financed by the European Commission which has as objective to design and realize an innovative environment for the brokerage of the online training services, then evaluate it in real situation. It serves as a support to the learner all along his learning process, from the definition of the objectives up to the validation of the results, passing through the construction of the personalized training channel. It offers innovative functionalities, for example, the probabilistic modelization of the learners, the personalized adaptation of the training channel, cooperative learning and online guidance, the intelligent and assisted definition of the training objects, dynamic learning strategies, the management of learning objects, etc. The technologies used are metadata and ontologies.

- **Customized Grid Learning Services** [Wooolf 2005]: it uses the techniques of web semantics, ontology, and autonomous agents to supply a personalized approach of the services of the learning grid. The learners and the teachers access the course according to their profile.

- **GRID-e-CARD** [Gouarderes 2005], which is a system based on the grid infrastructure and a set of P2P agents with the objective to bring together,
in Virtual Learning Communities (VLC) the actors or entities of a learning environment on the basics of their signatures (knowledge acquired, future objectives, desired learning services, …) for collaboration purposes.

- DyColo (Dynamic Collaboration Learning Object), is a collaboration platform based on the Grid Learning Service which permits the learning entities and teachers to collaborate with the particularity that the entities which share resources are grouped together thanks to the services of e-qualification integrated into the GLS [Mireille 2006].

The contributions presented above are indeed very interesting but for most past not yet effective. The groupings proposed for these environments are virtual organizations with the inconvenience that they can have a very high number of members which does not ease proximity learning. Practically there exist no environment that offers the possibility to the communities having the same centre of interest to be grouped in order to join their efforts to converge towards the best results when they are evaluated.

2.2 The Web 2.0 and its advantages for e-learning

The Web 2.0 is an information-pooling concept which modifies our way of working and interacting with information. With the Web 2.0 the user is at the centre of the exploitation of the information given that he participates actively in the enrichment of the content that he receives. Contrary to the Web 1.0 which proposes only internet pages to be consulted, the Web 2.0 allows the user to react to information found on the internet. Access to the tools is at the centre of the utilization of the Web 2.0 for education: for example we have, wikis, blogs, RSS lines, aggregators or personalized welcome pages [Dremeau 2007].

Learning is said to be effective when the activity of the learner is highly solicited, hence the necessity to reinforce the teaching model in use by pedagogic strategies that permit the student to be at the centre of the learning process. The Web 2.0 offers the possibility to the actors of the training to impact the content, through their remarks and annotations. It provide the learner with a flexibility and a certain learning autonomy. For example the learner can subscribe as a student to the RSS streaming to benefit from updates of the learning domain.

There exist environments of e-learning based on the Web 2.0, including among others [Dremeau 2007, Perruzza 2008, Thomson 2005] :

- “Wikipedia”, which is a freely distributable online encyclopedia project that any user can ameliorate. The content proposed is published under GFL (GNU Free Document Licence),
- “edtags” where teachers and students list the links and articles that they put at the disposal of the community,
- “google for educators” from Google which provides educators with a space where they can find all the google applications, tools and services used for pedagogical aims,
• “facebook” which permits the learners to exchange their notes and courses,
• “Podcast” of American Universities which distributes in audio or video forms their courses on the Net.

The content is the central resource of a learning environment. Putting the course files online is not sufficient, we need to think of an actual intelligent space to use the content. We saw that there exists a solution with the platforms based on Web 2.0 but these platforms do not refit on a grid infrastructure, consequently their usage depends on the system that shelters them.

2.3 Brief general idea of Moodle

Moodle is an Open Source environment of e-learning, developed by Martin Dougiamas and the Moodle community. It manages the contents and creates interactions between teachers, learners and pedagogic resources through the network. It is within the pedagogical logic of the social constructivism that postulates that knowledge is constructed in the mind of the learner and not retransmitted in a static manner through textbooks or trainers [Wikipedia 2008]. The management tools are centered on the following principal modules: user, course management, test, assignment, wiki, opinion, and forum.

Moodle is more generic than the web 2.0 based environments cited above. It has indeed interesting functionalities for an e-learning environment, yet the learner-content interaction remains a problem. Indeed, the lessons available on this plateform like in many learning environments are in the doc, pdf or html formats. In fact, a course is a set of knowledge units (or notions). From this view point, the follow up of the learner is reinforced if the teacher has the possibility of presenting to the learner the content that brings him gradually to the end of the fixed objectives. This is only possible with a structured content. Our contribution is therefore to reinforce the learner-content interactions by integrating to Moodle, a transparent module for the user capable of transforming all non structured content to structured content accompanied by a navigation interface in the content based on web 2.0. xMoodle obtained has just by its structuring reduced the cognitive load of the learner and reinforces the learner-content and teacher-content interaction of Moodle. Consequently, it reduces to a greater extend the transactional distance [Moore 1996].

2.4 Ontology

The ontology tackles the problem of reuse and sharing of knowledge while privileging the explicit representation of the sense. It is defined as an explicit and formal specification of a conceptualization of a domain of knowledge making the object of a consensus [Gruber 1993, Pierra 2003]. It permits among others: the communication between humans for it favors the sharing of terms, the communication between humans and the enterprise for it standardizes the vocabularies, the indexing and the research of information.
To facilitate the understanding and the sharing of the knowledge between training communities, we need a tool that allows the actors to be okay on the terms they use. A learning environment has to permit the learner to access easily the concepts which he needs. The courses put at the disposal have to respect the standard defined by the communities that collaborate. In the framework of the present collaboration environment, we have chosen the ontologies to respond to this problem.

2.5 Intelligent agent

There are several definitions of an agent. Within the framework of this present work, we will choose that of Wooldrige and Jennings who define an agent as a computer system, situated in an environment, and that reacts in an autonomous manner to attain the objectives (goals) for which it was designed [Wooldridge 1995]. An agent is said to be intelligent when it is conceived to execute tasks based on its proper knowledge and message that it has received.

The agent service of GELSOTC comprises two types of intelligent agents:

- A recommendation agent: It plays the role of tutor; he helps the learner by conducting him to the end of his initiation. For example advise a learner a particular work group that can help the latter.
- A notification agent: It sends notification messages to the members that collaborate. For example, he can remind a group of the work which they took an appointment to work, specifying the planning which the members of the group established and even the theme on which they promised to debate. It sends messages to mobile phones of members and by e-mail.

Our contribution is a solution to the collaboration between heterogeneous environments through our infrastructure of the grid. Consequently, it favours the collaboration between the intelligent agents of the systems connected to the grid. A recommendation agent of a given system can for example solicit the support of a recommendation agent of another system. We will detail these concepts of “grid-agent” in the framework of another article.


GELSOTC is a software collection that regroups a platform of content management called “xMoodle 2.0” and the GLS services:

- “xMoodle 2.0” is the extended Moodle platform based on the Web 2.0. Extended for it is being integrated complementary functionalities that comprises: a navigation interface in the content of the training, a service of a particular group called the study group, and a forum adapting the present context of the collaboration.
- The services of GLS are among others:
  - The collaboration: It is a conversation process that goes beyond a simple exchange of information for it takes into account the social context of learning. Collaboration implies the adhesion of the community, the
distribution of tasks, and the sharing of knowledge in order to attain a common goal. As an example of collaboration in the framework of this work, we have the service “ontology of the domain”. The other collaboration services as instant messaging, electronic conferences, the forum, and the study group are integrated into the xMoodle 2.0;

- Communication: when it has to do with direct communication between the actor entities (humans, hardware, or software) of GELSOTC, we talk of a peer to peer communication; in this case software agents are used for communication. For example the agent of recommendation plays the role of counseling and the agent of notification informs the learner of the rendezvous in a study group. More so, Multimedia Message Services also enable the communication with the server towards deposit and withdrawal of content.

- E-qualification: it enables the individual evaluation of the actors during their evolution within their community. To this effect, it provides the learner with the best virtual organization, i.e. that corresponds to the learning profile.

3.1 Objectives of GELSOTC

The objectives of GELSOTC are situated at two scales: a macroscopic scale where it has to do with laying emphasis on the activities carried out in each training community; and a microscopic scale where there is the need for the exploitation of the existing services in order to respond to the needs of the distribution of the learning objects of the different communities.

3.1.1 Macroscopic Scale.

On the macroscopic plan, GELSOTC puts at the disposal of the communities a common centralized unit called xMoodle 2.0. This is an extended Moodle[Wikipedia 2008], comprised of a structuring module of the contents and a web interface reusable to navigate in any structured and shared content of our learning environment.

GELSOTC establishes relations between the following five types of actors: the learner, the teacher, the author, the manager of the community, and the administrator. Seen from the community angle, it enables the constituted collaborations network to:

- publish the pedagogic contents (courses, evaluation, etc) of the different communities,
- share their seminars and pedagogic meetings through the video conference service,
- organize evaluation sessions between the training levels,
- inform a given community on its evaluations through statistical data,
- Propose their laboratory or their library through the virtual reality service,
- facilitate the availability of competences through the services of recommendation agents.
• Inform the learners, teachers, or community managers of the availability of important resources: ensuring a permanent technological watch with respect to a particular need of the moment. The actors receive, when necessary, information through their mobile phones and they can equally access contents through the same channel.

3.1.2 **Microscopic scale.**

On the microscopic plan, with a regard to the actors of the constituted network, GELSOTC enables the latter to:

• constitute themselves in study groups comprising learners from different communities. These learners can plan their study sessions and be notified of the program and the study time through their mobile telephones by the notification agents of the system.
• to access resources of their study level in the constituted network. For a given study level of the network, we have as much content as the communities of the network,
• to access tutor-type resources or assistance through the recommendation agents,
• to navigate in varying course contents validated by the ontology of the domain,
• research learning resources through a research service based on the ontology,
• visualize the learning objects belonging to their virtual community,
• etc.

3.2 **General functioning**

3.2.1 **Logical architecture of the GELSOTC interconnection.**

The communities connect to the GELSOTC server and form with it the Grid. The network thus constituted consists of a server, the set of computers of the communities, individual computers, and mobile telephones. The Figure 1 presents the logical architecture of the constituted network.
At the middle of the above architecture (Fig. 1), we have a principal server, which will contain common services, for example the management of the learning content xMoodle 2.0, the service of “recommendation agent”, etc. At the peripherals we have the secondary servers that represent the training communities that constitute a collaboration network (C1,C2,C3,…,Cn).

There exist three forms of connections to the grid:

1. A user can be connected to the grid from a post of the local network of his training community. For example the post P1 of the community C1(P1.C1).

2. A user can be connected to the grid through his personal post. For example the post Pi of the grid (Pi,G).

3. A user can be connected to the grid from his mobile telephone. For example the post PT of grid (PT,G). The connection through the mobile telephone passes through a GSM modem that is not represented in the diagram. This form of connection has a very important role for a country like Cameroon in which the use of mobile telephones is expanding day after day. The communities that don’t have internet can connect to the GELSOTC server through heir mobile telephones[Djotio 2009]. A stock zone is reserved to them to allow them stocking their resources. And so we can constitute a virtual grid. More so, the users can access the content, receive notifications or latest information using their mobile telephones.

Such an organization in terms of interconnected equipments is mapped a logical organization of the human entities that constitute the collaboration network. This second form of organization that present the functional view of GELSOTC is represented by Figure 2 below.
3.2.2 General functioning diagram of GELSOTC

Figure 2 is a set of two big blocks:

- A block “clients” composed of four entities: the user, the study group, the virtual community, and the training community:
  
  o The user is a qualified user (the system masters its profile); he is either a member of one of the communities or a guest to the grid.
  
  o The study group is a regrouping restricted to at most 5 learners of the constituted network who have decided to work program in common.
  
  o The virtual community is similar to the virtual organization, it has to do with a regrouping of persons having the same profiles around the same resources. The number of members is unlimited.
  
  o “Training community P” represents a community in the real sense that has decided to form with some of its peers a collaboration network.
• a block “System” is composed of layers of the grid infrastructure: a lower layer composed of physical and logical resources (data and resource servers); a middle layer (Middleware) based on the standard OGSA; a GLS layer comprising the collaboration services, communication and e-qualification, etc; and the GELSONTC layer that is the shop-window or the interface with the user.

3.2.3 Use case diagram.

Figure 3 presents the use case diagram. The user interacts with the system through the services. He can be a member of a community of the network or not, however he integrates one of the following five roles: learning, teaching, author, community manager, and administrator.

Fig. 3. Use case diagram
3.3 Technical Architecture of GELSOTC

GELSOTC has a layered technical architecture as represented by Fig. 4.

Fig. 4. GELSOTC technical Architecture

Figure 4 is essentially made up of three functional blocks:

- a central bloc composed of:
  - An authentication layer that permits the interconnection of guests or communities to the Grid.
  - A Middleware Grid layer which is the central element of the grid, in charge of communication and data transfer between the computers, components or programs. It is composed of the layers of the architecture.
  - A GLS layer that comprises the services of: ontology of the domain that validates the content, recommendation agents or tutor counselor and the notification agent, MMS (Multimedia Message Services), etc. This layer is the centre of the collaboration service, of e-qualification, and communication.
  - An application layer, which is composed of the xMoodle 2.0 services. xMoodle 2.0 is an LMS (Learning Management System) that is situated at the heart of GELSOTC because it provide contents. It integrates a study group and an interface based web 2.0 used to navigate in contents.
And a navigation IHM on the resources of the grid, that constitutes the desktop of a user connected to the grid.

- A peripheral block in the direction of the compound communities:
  - An authentication layer that permits a guarantee of security of access to the resources of the customer.
  - A Middleware layer, in charge of the communication and transfer of data between the computers, components or programs.
  - An agent layer composed of a management agent of the connected community who is the virtual representative of the community, and an actor agent that represents the user of the community connected to the grid.
  - A layer of services or shared objects that the community makes available in the framework of the collaboration.

- A peripheral block in the direction of the user: these users have at their disposal internet connection on their working places and are connected directly to the grid; the users that don’t have internet can be connected to the grid from their mobile phones.

4. Implementation and Results

We have presented in the section 3.3 the layered technical architecture of GELSOTC. The heart of the present environment is composed of the GLS and the middleware layers. Now our interest is centered on the implementation of the middleware layer. We have opted in the framework of this work on the association of technologies JINI and RMI. So, our middleware is essentially composed of the sub layers RMI, JINI, and communication.

4.1 The RMI sub layer

It is the basic middleware sub layer. RMI (Remote Methode Invocation) is a mechanism for the invocation of a remote object method. It is an evolution of RPC (Remote Procedure Call) [Sun 1999]. It is application of the JAVA object methods. With RMI, each remote object needs the use of stub by the client and a skeleton by the server for the good functioning of communications. For our middleware, RMI is used transparently by JINI. The generations of stub, skeleton and the registering in the RMIRegistry are under the care of JINI mechanisms.

4.2 The JINI sub layer

JINI is an API developed by SUN which adds to the JAVA programming model the notion of service[OAKS 2000, Sun 2000]. A JINI network is generally called a community in the sense that it regroups the entities that have access to each another. We distinguish principally two types of entities: the service and the client. The service is an entity capable of realizing a certain task for the set of entities that are members of the community. The client on its part uses the said services. Each community regroups its members around a centralized service called lookup. Its principal role is
the management of the discovery of services that are found around it. Its participation as an intermediate communication entity between the client and the service, is limited to the discovery process. Once established, the communication is carried out directly between the client and the service. From a technical point of view, JINI offers a software infrastructure, permitting the JAVA objects, called services, to discover and use themselves spontaneously.

4.3 The communication sub layer

The sub layer of the communication service allows principally the management of resources. It establishes the link between JINI and the resources of the communities. In fact, JINI services invoked in the previous section are considered here as resources. The sub layer of communication service allows the display under a tree form all the resources of the machine on which it is installed and equally the communities connected to the grid. It also permits the management of resources by loading them into a sort of warehouse (for example a folder of the machine on which is launched the intregiciel and which is visible in the JVM classpath).

4.4 Results

The middleware that we have developed are installed on the servers of the community and the principal server. Putting in place the middleware needs the installation of the pile of layers presented (RMI, JINI, and communication) on each server. In a practical manner, in each server runs a Lookup service for the registration of resources that the members of the community will publish. The grid is realized in such a way that when a Lookup is added or deleted (which means that one server is off, removed from the grid or started), then all the components of the middleware situated on all the other posts (principal or community server) are notified and the bank of resources available on the grid is updated. In this way, the user can therefore notice that new resources were added or have disappeared. At the level of each community or of the principal server (the machine on which is installed xMoodle) the authorized user can add or remove resources. The description of these resources will be registered in the corresponding Lookup.

Figure 5 presents the access interface to the resources of the communities of the network. It has to do with the view of a connected community: we note the presence of xMoodle, the resources of the community, and the resources of the central server.
Fig. 5. Interface of access to resources: community view

In this interface, the “Resources” menu allows the management of resources (updating of resources). The “Refresh Tree” allows refreshing and shows the communities which are connected to the grid with time.

5. Discussions

GELSOTC is a platform designed to allow the constituted training communities to form networks of help: the communities can put at the disposal of their members, pedagogically rich and varied training contents. It is used to increase the performance of the communities of the constituted networks.

The main idea is to transplant an application of content management on a layer of the basic services used by the learners and teachers in training situation:

- The learners through their computer reach the different communities where they find the corresponding resources to their profiles. They sail in a transparent manner in the contents formation without worrying about the system that shelters these contents.

- The teachers using their computer to put their teachings at the disposal of the communities. They can converse with the learners who are connected.

- The communities through their manager put at the disposal of the other communities a software resource, for example a virtual laboratory and virtual library.
The specifications above show that GELSOTC would like to transform the office of:

- The learner in a virtual class. The learner can: have several teachers in his class, converse with the learners of his level, and especially form a study group with the learners of his choice.
- The teacher in a virtual school with virtual classrooms where he offers some teachings. The teachers can put their lessons at the disposal of the students of a given level, receive the feedback on the teachings published, teach several learners at a time, communicate with communities managers on pedagogical topics, etc.
- The community manager in a virtual school where he manages learners, teachers, and resources at his disposal for a good running of the school. He can put at the disposal of the other communities the educational resources, inquire about the evolution of a virtual given class of his community, etc.

When we refer ourselves to the computer grid, it follows that the user can access in a transparent manner the resources which he needs. The above description shows that the actors don’t have to give an account of the technical disposals that permit them enjoying the resources put at their disposal. Consequently, GELSOTC wants to be a model of Grid for Learning Management Systems (GLMS).

6. Conclusion And Perspectives

The present work is the integration within a single environment that we have baptized GELSOTC, a technology of grid and Web 2.0 concept. The proposed environment allows regrouping the communities into a common centre of interest in the mutual-aid network and to widen to the maximum the exchanges between these communities. Therefore this provides the needs in educational resources of the communities of the networks formed. The communication and the interaction between the members of the different communities of formation are improved thanks to a panel opened to collaboration services:

- The learners of the different communities of the network have the possibility to collaborate following their knowledge level: they can share the points of view on a common topic from the forum, they can constitute a study group. At the time of the sessions of collaboration within such group they can contribute to the enrichment of the content.
- The trainers of the communities have the possibility to harmonize their teaching at the end of the assessments made in common in the network of exchange or proposed in the different communities, to bring their suggestions on the contents proposed by their colleagues.
- The managers of the communities have the possibility to share their experience with their equals, to value their own community of formation from the results of assessment common and statistics of evolution of the learners in the groups of survey formed, etc.
This work is a contribution to the value added conception of a Grid Learning Service (GLS) (with the presence of services as MMS, the study group, etc.). It reduces the transactional distances between the members of the grouped communities and consequently reduce the gap between them. We are very much interested in the specification of GELSOTC. The continuation of our works will be on the implementation: first the implementation of the middleware that coordinates the activities of the grid, and next the implementation of the interface layer (IHM of navigation in resources) and basic services such as the agent and ontology services. The project will end with the gradual integration of the usual collaboration services as messaging, chat, study group, etc.
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Developing a Set of Requirements for Algorithm Animation Systems

Jean Greyling

The learning and analysis of algorithms and algorithm concepts are challenging to students due to the abstract and conceptual nature of algorithms. Research conducted at the Nelson Mandela Metropolitan University in Port Elizabeth, South Africa focused on the design of an extensible algorithm animation framework to support the generation of interactive algorithm animations. A comprehensive literature study showed that no unified and common instrument for evaluating the pedagogic effectiveness of algorithm animation systems exists. An output of this research was the compilation of a list of requirements that could serve as such an instrument. The value of this list is proven through the evaluation of extant systems as well as in developing a prototype in order to prove the effectiveness of the animation framework.

1. Introduction

Algorithm animation is a form of technological support tool which encourages algorithm comprehension by visualizing algorithms in execution. Algorithm animation can potentially be utilised to support students while learning algorithms.

Despite widespread acknowledgement for the usefulness of algorithm animation in algorithm animation courses at tertiary institutions, no recognized framework exist upon which algorithm animation systems can be effectively modelled. Research conducted at the Nelson Mandela Metropolitan University in Port Elizabeth, South Africa focused on the design of an extensible algorithm animation framework to support the generation of interactive algorithm animations [Yeh, 2006]. A comprehensive literature study showed that no unified and common instrument for evaluating the pedagogic effectiveness of algorithm animation systems exists. Before designing a framework, it was thus important to compile a set of requirements for an algorithm animation system. This paper reports on the process that was followed in compiling and applying this set.

A literature study identifies features that increase the instructional value of algorithm animation systems. The identified features are organised into a set of requirements for analysing algorithm animation systems (Section 2). Selected extant algorithm animation systems are then evaluated making use of these requirements (Section 3). The paper concludes with a discussion on the prototype system that was developed and how it supported the requirements (Section 4).
2. Desirable requirements for an Algorithm Animation System

The focus of algorithm animations has moved beyond merely showing students an algorithm in the hope that they will understand and retain some of the algorithm concepts illustrated. Current emphasis is placed on identifying factors which will increase the instructional value of algorithm animations [Stasko, Badre and Lewis 1993; Saraiya 2002].

This section reports on a literature study on algorithm animation features that would increase the pedagogic effectiveness of an animation system or broaden its usefulness within a teaching environment. The findings are summarized and presented as a list of requirements which can be used to measure the effectiveness of a system.

2.1 Requirements based on Levels of Engagement

Studies have suggested that rather than just letting students view an algorithm animation passively, better learning results may be obtained by allowing students to engage interactively with the animation [Hundhausen 2002; Naps, Fleischer, McNally et al. 2003]. Naps et al [2003] defines taxonomy of students’ interaction with algorithm visualisations based on six levels of engagement:

No viewing No algorithm visualisation is utilised.

Viewing Algorithm animations can be viewed as a surveillance video that records and displays the execution of an algorithm. When users investigate an algorithm, they may slow the video down to better examine a particular event, speed through events which offer no further contribution to the investigation, or step through key events one at a time.

Responding The system should support the activity of letting students make predictive answers by running animations in discrete steps, thus allowing the students to pause before each interesting event in the animation to predict the next algorithm action [Anderson and Naps 2000].

Changing Students and instructors should be allowed to input custom data into the algorithm. Instructors will thus be able to demonstrate algorithm specific characteristics to students, such as best-case and worst-case performance scenarios [Naps, Eagan and Norton 2000; Saraiya 2002].

Constructing Creating an animation of the algorithm under study would induce students to have a deeper understanding of the algorithm’s operations, since students must learn the algorithm with the intent of sharing their understanding of the algorithm concepts to an audience [Hübscher-Younger and Narayanan 2003].

Presenting Presenting visualisations to other students to stimulate discussions on the given topic.

The features are identified and organised based on four levels of engagement, namely viewing, changing, responding and constructing. The first and sixth level of engagement - No viewing and Presenting - are not seen as applicable in this discussion. No viewing is essentially the absence of algorithm animations. Presenting involves the
learner demonstrating an algorithm animation. It is thus an activity generally performed by the instructor to aid learners.

2.2 Complementary Requirements

A number of additional algorithm animation system requirements are identified which are believed to enhance the pedagogic effectiveness and usefulness of the system. Each of these requirements is discussed below.

**Smooth animation** aids the student in tracking changes between discrete steps of an algorithm [Stasko 1998b]. This feature forms a fundamental part of algorithm animation. In certain cases, such as when large datasets are being viewed, students should be able to disable animations and view discrete steps of the algorithm [Rößling and Naps 2002].

**Analysis features** can aid students in better understanding the efficiency of an algorithm and the relative performance differences among various algorithms [Gloor 1998]. Relative performance can be illustrated by running several algorithms simultaneously, thus letting the students compare the differences visually [Naps, Fleischer, McNally et al. 2003].

**Multiple views** of an algorithm may be used in different approaches to aid students. Students may find the use of certain metaphors easier to understand, and thus prefer a certain approach of animation [Gurka and Citrin 1996]. Different views may also be used to illustrate algorithm executions at different levels of abstraction, or demonstrate different characteristics, such as operational or performance trends [Wilson, Katz, Ingargiola et al. 1995; Naps, Fleischer, McNally et al.2003].

**Additional materials** accompanying algorithm animations may increase the instructional effectiveness of the animation. The materials may include simple textual explanations, pseudo-code or source code views [Rößling, Schüler and Freisleben 2000]. Alternatives include using multimedia elements, such as audio and video of instructors explaining the algorithm [Stasko, Badre and Lewis 1993].

2.3 List of Requirements

From the preceding discussion, a number of features are identified as the requirements for a pedagogically effective system. The identified requirements appear in Table 1. The effectiveness of an algorithm animation system to complement the students’ study of algorithms is determined by the system’s ability to engage the students in an active learning process (categorised as requirements R1 through R6), and system features which either provide additional information to enhance comprehensibility of the animation, or increase its usefulness in an educational environment (requirements R7 through R10).
Table 1: List of identified requirements

<table>
<thead>
<tr>
<th>Requirements for Algorithm Animations</th>
<th>R1: Allow speed control of algorithm animation</th>
</tr>
</thead>
<tbody>
<tr>
<td>R2: Allow rewinding of the animation</td>
<td></td>
</tr>
<tr>
<td>R3: Accept user input data for the algorithm</td>
<td></td>
</tr>
<tr>
<td>R4: Provide questions to predict algorithm behaviour</td>
<td></td>
</tr>
<tr>
<td>R5: Allow stepping control of algorithm animation</td>
<td></td>
</tr>
<tr>
<td>R6: Support construction of animation by students</td>
<td></td>
</tr>
<tr>
<td>R7: Support for smooth motion</td>
<td></td>
</tr>
<tr>
<td>R8: Include capabilities for comparative algorithm analysis</td>
<td></td>
</tr>
<tr>
<td>R9: Provide multiple views of an algorithm</td>
<td></td>
</tr>
<tr>
<td>R10: Provide additional instructional material</td>
<td></td>
</tr>
</tbody>
</table>

3. Evaluation of Extant Systems

The compilation of a set of requirements for Algorithm Animation Systems addresses the concern that there is no unified and common instrument for evaluating the pedagogic effectiveness of algorithm animation systems. In order to highlight the value of the list, the reported research made use of the list to evaluate the following systems:

- Sorting Out Sorting
- Brown University Algorithm Simulator and Animator – BALSA
- Generalised Algorithm Illustration through Graphical Software – GAIGS
- Java Collaborative Active Textbook – JCAT
- SAMBA/JSAMBA
- Java and Web-based Algorithm Animation – JAWAA
- A New Interactive Modeller for Animations in Lectures – ANIMAL

This paper will report on three of these evaluations.

3.1 Sorting Out Sorting

The “Sorting Out Sorting” video [Baecker 1998], although not strictly defined as a system, is nevertheless, worthy of mention. The video employed a number of features which were unprecedented at the time in demonstrating sorting algorithms. These features include the use of various visual metaphors, including animation, colour, audio, and voice-over commentary. The operations of nine sorting algorithms were illustrated, followed by time versus data size performance graphs typically found in textbooks. The nine algorithms were then run simultaneous in a race to compare and contrast their performance characteristics.
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3.2 Brown University Algorithm Simulator and Animator II (BALSA)

The BALSA animation system [Bazik, Tamassia, Reiss and van Dam 1998] can be regarded as a concept prototype for all current systems due to the novel design concepts utilised by the system. The system was designed and implemented to integrate into Brown University's electronic classroom concept.

The system supports dynamic input to generate animation (R3), however, literature did not specify if the feature is directly accessible by students. No details were available on the level of animated motion support by BALSA. The system allows for speed control of algorithms (R1) and stepping through animations (R5). As shown in Figure 1, the system also supports capabilities to compare algorithms (R8), and show alternative animation views (R9).
3.3 Java And Web-based Algorithm Animation (JAWAA)

JAWAA [Pierson and Rodger 1998; Akingbade, Finley, Jackson et al. 2003] is an algorithm animation system which employs a scripting language. The visual objects and associated commands available in JAWAA are designed for the animation of algorithm operations, with specific support for data structure objects like arrays, stacks, queues, pointers and linked lists.

Students have speed control of animations (R1). The scripting language graphic system gives more accessibility for constructing various animations (R6). The system is implemented in a Java™ applet, the embedding of static material into the client webpage is thus possible (R10). Smooth motion is supported (R7).

Evaluation of the seven systems listed showed that all the systems only satisfied a subset of the requirements reported on in Section 2. This emphasised the need for a framework that would support all these requirements.

4. Functional Prototype System

In designing a framework for Algorithm Animation, the reported research aimed at addressing the limitation that no extant system satisfied all the requirements identified from literature. In order to demonstrate the effectiveness of the framework, a functional prototype system was developed. The prototype system was developed to animate the quadratic and O(N log N) sorting algorithms commonly taught in introductory algorithm curricula.

User interaction with the algorithms and data are provided through a data layer interface which supports the requirement of allowing the user to input data for the algorithm (R3).

The design of the prototype centres on the concept of using a unified algorithm animation desktop, which allows the user to control the generation and display of
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animations. The desktop acts as a centralised placement area for animation panels, each of which presents a particular scenario. This feature of the prototype supports the requirements of speed (R1) and stepping (R5) control of algorithm animation, smooth motion (R7) as well as the construction of animation by students (R6).

The algorithm animation desktop further provides an integrated platform for comparative analyses, allowing any number of potential combinations of data lists and algorithms to be created and examined. These include comparisons of a data list using different algorithms, or different data lists using a single algorithm. When multiple scenarios are to be compared, an animation panel is created and setup for each scenario (Figure 2). The animation panel, once created, is placed within the unified desktop. Scenarios can then be individually selected for parallel display. This feature supports the requirements of comparative algorithm analysis (R8) and multiple views (R9).

Figure 2: The play control managing an animation race

Since this prototype was developed as an instrument for an existing Data Structures module within the department there was no need to develop additional instructional material (R10).

Based on the scope of the initial project, it was decided not to support rewinding of animation (R2) as well as the provision of questions to predict algorithm behaviour (R4). In a follow up project which investigated the extensibility of the designed framework, these two features were successfully added [Moruge, 2006].
5. Conclusion

Algorithm animation can potentially be utilised to support students while learning and analysing algorithms. Literature studies showed that there was no unified and commonly accepted requirements framework for evaluating the effectiveness of algorithm animation systems in an algorithm course environment. The derived list of requirements (Table) is a theoretical contribution towards identifying instructionally effective features of algorithm animation systems.

The list of requirements can be used as a foundation for the creation of a unified algorithm animation system evaluation instrument. Tertiary educational institutions can also utilise the proposed requirements as a preliminary method for evaluating the suitability of algorithm animation systems in particular course environments, with the aim of integrating the systems to complement the institution’s existing teaching strategies.
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Multi-Scale Angiography Filters: Techniques Today

Fred N. Kimannka

Vessel Enhancement and extraction in Angiography is still in developing state as many important problems still remain to be solved. The computation procedure of vessels in angiography is a very important due to limited computational resources. Computational procedure based on multi-scale has received considerable attention from scientists. Multi-scale approaches perform enhancement based on image resolutions and structure sizes. Many contributions have been made on the problem of vessel enhancement multiscale computing of volume data sets but there has never been a head to head evaluation of these approaches. In this paper the various multi-scale vessel enhancement approaches are put in perspective through a head to head comparison of algorithms of the existing research and a generic framework for linear multiscale is presented.

1. Introduction

Vessel Enhancement and extraction of blood vessels is one of the essential medical computing tools in clinical assessment of vascular diseases. Vascular diseases are one of the major source of deaths all over the world and therefore, developing reliable and robust vessel extraction methods has been a priority by many researchers. One of the aims of modern medical image processing is an automatic localization of suspected regions in 3D images of vasculature. This has various medical imaging applications including; surgical planning and treatment, stenosis and aneurysm quantification, disease monitoring and remission, segmentation of veins and arteries.

While many vessel enhancement techniques and algorithms have been developed, there is still no standard algorithm that has been am blessed fully and it’s a developing state. This is because filtering of anatomical medical images is not only a daunting data-dependent task [Sherbondy et al., 2003],but also offer several unsolved challenges to enhancement algorithms like, the complicated structures found in these images, lack of global defining morphological characteristics, scanner noise, artifacts, incomplete or weak separation between voxels representing neighboring tissue, peculiar shapes of vessels that twist and turn throughout the anatomy making them very difficult to track along the crowded cross-sections of the volume, vessel density and small diameter, dynamic range of intensities, scanning limitation, vessel contrast complexity [Suri et al., 2002], [Bullitt, 2002].
Multiscale vessel enhancement classification is actually a computation process. Multi-scale approaches perform segmentation task on different image resolutions and the size of the actual structures. The importance of analysing images at many scales arises from the nature of vessels themselves and any analysis procedure that is applied at a single scale may miss information at other scales, the vessel under investigation may possess important features at different scales and resolutions, the underlying vessels may have multi-resolution features or the vessels could be at several different resolutions as shown in Fig. 1 using a desired criteria like based on area or volume. Multi-scale offer a basis for evaluating robustness and persistence across scales. In this paper the various multi-scale enhancement techniques are put in perspective through a head to head comparison of the existing algorithms.

The remainder of this article is organised as follows. Multi-scale Approaches are discussed in Section 2 inclusive is the generic theory and framework behind these approaches. Also a tabular summary of a head to head comparison is presented in this section. Section 3 gives the conclusions and future work.

2. Multi-scale Approaches

2.1 Linear Multi-scale approaches

There are a number of different types of multiscale approaches of which Linear multiscale scale filters are the most popular and studied in literature. They are generally based on scale space theory by [Witkin, 1983, Lindeberg, 1994]. Scale-space representation generally involves generating a parameter class of derived signals in which the fine-scale information is sequentially suppressed. The structures at coarse scales in the multi-scale representation constitute simplifications of corresponding structures at finer scales. To ensure smoothing transformations in multiscale vessel analysis, the use of the convolution product of a Gaussian kernel and its derivatives has been shown to be the only way to ensure linearity, invariance under, translation, rotation, rescaling [Krissian et al., 2000], [Lindeberg, 1994]. This idea has been formalised in a variety of ways by different authors and can be summarised as in Fig. 2. In scale space theory, for any N-dimensional signal; \( f: \mathbb{R}^N \rightarrow \mathbb{R} \) its scale space is represented by:

\[
S(x; t) = \int_{\tau \in \mathbb{R}^N} f(x - \tau)g(\tau)\partial\tau
\]

Where

\[
S : \mathbb{R}^N \times \mathbb{R}_+ \rightarrow \mathbb{R}
\]

\[
\tau \in \mathbb{R}^N
\]

and

\[
g : \mathbb{R}^N \times \mathbb{R}_+ \rightarrow \mathbb{R}
\]
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is the Gaussian kernel which can be computed. For linear space, the scale can be obtained using diffusion equation solution.

Given Initially

\[ s(\cdot, t) = f \]  

[1]

From Fig. 2, Step 1: **Image Analytical descriptor:** The selection process of the image descriptor and its corresponding cross section is done. In selecting these descriptors invariance properties under certain transformations like, rotations, rescaling and affine or perspective deformations are taken into consideration.

**Step 2: Scale Space determination:** This is an important step which involves selection process of candidate pixels mostly dependent on the Hessian matrix. Multiscale response functions are computed to determine whether a pixel corresponds to different scales of vessels. The linear scale space is obtained from the convolution of Gaussian of the vessels and its derivatives.

**Step 3: Multiscale Local Integration/computation.** In this step, the scale range, minimum scale, and the number of scale levels are determined in most cases based on eigenvectors of Hessian Matrix. Filter responses tuned to different image descriptor scales can be combined in order to recover image structures of various sizes. Various methods of integrating multi-scale responses can be applied like normalize the filter responses of each scale and then select the maximum response among the multiple scales [Lindeberg, 1994]. This also enables rescaling.

**Step 4: Enhanced Volume.** This step is optional and visualization or skeleton construction of vessels.

Most of the linear multiscale approaches in literature tend to follow that framework. They deviate only at step 1 where the analytical computation is different. The descriptor and cross section function determines, the approach robustness, efficiency or complexity. For instance, the work by [Sato et al. 1997] considers vessel width with an elliptical cross section of vessels. There is discrimination of line structures from other structures and recovering line structures of various width. Multi-scale local integration is done by taking the maximum among single-scale filter responses, and its characteristics are examined to derive criteria for the selection of parameters in the formulation. A similar approach by [Frangi et al. 1998] focuses on local structure and examines the local second order ellipsoid. In other words, this method is based on geometrical interpretation of eigenvalues of Hessian matrix. The only difference with [Sato et al. 1997] is it uses all eigenvalues simultaneously. [Lorenz et al. 1997] also present line structures method based on normalized first and second derivatives and on the eigenvector analysis of the hessian matrix. He uses a Taylor expansion to the second order of the image intensity [Koller et al. 1995] propose a multiscale response for linear structures. The response function uses eigenvectors of the Hessian matrix of the image to define at each point an orientation orthogonal to the axis of a potential vessel that goes through the point.
Similarly, [Descoteaux et al., 2004], [Poli, 1997], [Shikata et al., 2004], have similar image descriptors but only defer on analysis of Hessian matrix. Another approach by [Krissian et al., 2000] estimates the sensitivity of the image second order derivates according to elliptical cross section, curvature of axis or partial volume effects in order to detect and extract centreline of vessels of different sizes based on scale. Importance is attached to the relationship between the radius of the structure and the scale it is detected at. They also use a simple model of cylindrical vessel with circular Gaussian cross-section guide detection. The work by Manniesing et al. [2006] can be said to be an extension of [Sato et al., 1997], [Krissian et al., 2000], [Frangi et al., 1998] and [Koller et al., 1995]. In this approach to enhance vascular structures within the framework of scale space theory combines a smooth vessel filter based on a geometrical analysis of the Hessians eigensystem, with a non-linear anisotropic diffusion scheme. The amount and orientation of diffusion depend on the local vessel likeness. The scale space is generated by the diffusion equation or scheme with diffusion tensor preserving the features of interest. The tensor is a function of Hessian matrix with direct geometrical interpretation to measure vesselness.

Another approach by [C. Toumoulin et al., 2001] is based on geometrical moments and a local cylindrical approximation. An estimation of vessel and background intensity levels, position, orientation and diameter of the vessels with adaptive control of parameters, is provided during vessel tracking. [Bullitt 2002] method extracts centerlines of vessels using tubular object modeling. Multiscale extraction of vessel centerlines is done through dynamical scale ridge transversal and radii estimation. Dynamic ridge scale transversal is achieved through uncoupling width estimation process and using scales proportional to vessel width. While [Wink et al. 2004] proposes a method for determining the central axis of vessels for close proximity or crossing of vessels and varying vessel widths. This method is based on the minimum cost path search of a multiscale vessel enhancement filter that propagates the wave front through the filter response at a range of scales instead of through the maximum response of the filter, which provides scale selection. A vectorial multi-scale feature image for wave front propagation between two or more user defined points to retrieve the central axis of tubular objects is proposed. [M. Martinez et al. 1999] present a method to automatically segment retinal blood vessels based upon multiscale feature extraction. This method overcomes the problem of variations in contrast inherent in these images by using the first and second spatial derivatives of the intensity image that gives information about vessel topology. This approach also enables the detection of blood vessels of different widths, lengths and orientations. The local maxima over scales of the magnitude of the gradient and the maximum principal curvature of the Hessian tensor are used in a multiple pass region growing procedure.
The idea of morphologic multiscale can be summarised by [Van et al. 1995] as first downscale the image by a factor using an invertible scaling, then apply an image operator at a unit scale, and finally resize the image to its original scale. It is then required that the resulting one-parameter family of image operators satisfies some semigroup property. [Bangham et al., 1995, 1996] have done some useful work on non linear multiscale morphology filters. In these approaches image decomposition in multiscale is referred to as a sieve in n dimensions they highlight properties that an enhanced image under non linear multiscale should have; scale space causality, lo-calization, piecewise smoothing and scale calibration and manipulation. The sieves can be obtained using the conventional openings and closing feature of morphol-ogy. In one-dimension the zones created by a sieve have a length implying that the scale parameter can be used for the precise measurement of features. For a two-dimensional image with regular pixilation the flat zones created by the sieve have a defined area and is referred to as an area decomposition. In three dimensions it is a decomposition by volume. [Meyer and Maragos 1999] describes the transforma-tions properties from a ner scale to a coarser scale for multiscale of invariance by translation, invariance by rotation, invariance under a change of illumination that have to be satisfied. Similarly, Works by [Summers et al. 1997] use multi-resolution data structure to extract vascular morphology and local own parameters from phase contrast magnetic resonance angiograms. [Salembier, 1994], [Maragos, 1996], [Comer and Delp, 1999], [Meyer, 2004], [Bosworth and Acton, 2003], [Nacken, 1994], [Crespo and Serra, 1993], [Debayle and Pinoli, 2006], [Sun and Sang, 2008] follow the same principles and can be classified as non linear multiscale morphology based filters. For more about these approaches the reader should see the references and Table 1.

Table I. Summary of Multi-Scale Approaches

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Model</th>
<th>Span</th>
<th>Features Preserved</th>
<th>Computational Cost</th>
<th>User Interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Sato et al., 1997]</td>
<td>Linear</td>
<td>Local</td>
<td>Edges</td>
<td>slow</td>
<td>N/A</td>
</tr>
<tr>
<td>[Krissian et al., 2000]</td>
<td>Linear</td>
<td>Local</td>
<td>edges,junctions</td>
<td>slow</td>
<td>N/A</td>
</tr>
<tr>
<td>[Frangi et al., 1998]</td>
<td>Linear</td>
<td>Local</td>
<td>edges</td>
<td>fast</td>
<td>yes</td>
</tr>
<tr>
<td>[Lorenz et al., 1997]</td>
<td>Linear</td>
<td>Local</td>
<td>edges</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>[Koller et al., 1995]</td>
<td>Linear</td>
<td>Local</td>
<td>junctions</td>
<td>N/A</td>
<td>no</td>
</tr>
<tr>
<td>[Descoteaux et al., 2004]</td>
<td>Linear</td>
<td>Local</td>
<td>edges</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>[Poli, 1997]</td>
<td>Linear</td>
<td>Local</td>
<td>edges</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>[Shikata et al., 2004]</td>
<td>Linear</td>
<td>Local</td>
<td>edges,junctions</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>[Manniesing et al., 2006]</td>
<td>Linear</td>
<td>Local</td>
<td>edges</td>
<td>N/A</td>
<td>no</td>
</tr>
</tbody>
</table>
### 3. Conclusions and Future Work

Multiscale filters are considered as a set of sieves of different grades which allows details of certain size to pass while rejecting others. Linear multi scale are mostly based on Hessian matrix of intensity analysis and tend to have so much noise associated with them due to second order partial derivatives estimation of intensity matrix which leads to smoothing of data sets at different scales resulting into high computational cost. These filters also struggle in classifying complex structures like junctions and nodules. On the other hand, non linear multi scale require less computational cost as compared to linear ones and tend to do better on complex structures. Shape based filters rather than size based are now becoming prominent because of their ability to preserve the shape of objects without surpressing junctions,edges, nodule and less computation cost. Future work we intend to focus on exploring shape filters and possibly a combination of both size and shape based filters.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Type</th>
<th>Region</th>
<th>Feature</th>
<th>Computational Cost</th>
<th>Classify Junctions</th>
</tr>
</thead>
<tbody>
<tr>
<td>C. Tournouin et al., 2001</td>
<td>Linear</td>
<td>Local</td>
<td>edges</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Bullitt, 2002</td>
<td>Linear</td>
<td>Local</td>
<td>nodules</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Wink et al., 2004</td>
<td>Linear</td>
<td>Local</td>
<td>centreline</td>
<td>fast</td>
<td>N/A</td>
</tr>
<tr>
<td>M. Martinez et al., 1999</td>
<td>Linear</td>
<td>Local</td>
<td>centerline</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Bangham et al., 1995</td>
<td>Non Linear</td>
<td>Local</td>
<td>edges,junctions</td>
<td>fast</td>
<td>no</td>
</tr>
<tr>
<td>Meyer and Maragos, 1999</td>
<td>Non Linear</td>
<td>Local</td>
<td>centerlines</td>
<td>N/A</td>
<td>no</td>
</tr>
<tr>
<td>Summers et al., 1997</td>
<td>Non Linear</td>
<td>Local</td>
<td>edges, junctions</td>
<td>fast</td>
<td>no yes yes</td>
</tr>
<tr>
<td>Salembier, 1994</td>
<td>Non Linear</td>
<td>Local</td>
<td>edges</td>
<td>N/A</td>
<td>yes</td>
</tr>
<tr>
<td>Maragos, 1996</td>
<td>Non Linear</td>
<td>Local</td>
<td>edges, junctions</td>
<td>fast</td>
<td>yes yes</td>
</tr>
<tr>
<td>Comer and Delp, 1999 [Meyer, 2004]</td>
<td>Non Linear</td>
<td>Local</td>
<td>edges</td>
<td>N/A</td>
<td>no</td>
</tr>
<tr>
<td>Bosworth and Acton, 2003</td>
<td>Non Linear</td>
<td>Local</td>
<td>edges</td>
<td>N/A</td>
<td>no</td>
</tr>
<tr>
<td>Nacken, 1994</td>
<td>Non Linear</td>
<td>Local</td>
<td>edges</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Crespo and Serra, 1993</td>
<td>Non Linear</td>
<td>Local</td>
<td>edges</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Debayle and Pinoli, 2006</td>
<td>Non Linear</td>
<td>Local</td>
<td>edges</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Sun and Sang, 2008</td>
<td>Non Linear</td>
<td>Global</td>
<td>edges</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>
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Fig. 1. Multi-scale filtering of time-of-flight MRA: [a) X-ray rendering of original volume; [b) filtered using desired criteria with threshold at $\lambda = 1.0$; [c) original filtered at $\lambda = 2.0$; [d) original filtered at $\lambda = 4.0$; [e) $\lambda = 6.0$; [f) $\lambda = 9.0$.}
Fig. 2. Generic framework for linear multiscale vessel extraction
1. Introduction

Research and development in Agent system has seen tremendous progress in recent years leading to the development of several agent platforms such as NOMADS[1], AgentScape[2], Havana[3], JADE[4] and Aglets[5]. In order for agents to execute tasks that have been assigned to them, they have to interact with other agents in the open distributed environment whose intentions could be malicious. Several researchers [6] have suggested solutions to different types of threats that can be anticipated in agent-based applications and platforms. However, most of these solutions are based on generic analysis of threats and security countermeasures. Consequently, such solutions do not address specific application security requirements and threats. To address this problem, we perform security analysis using an agent-mediated case study and propose generic countermeasures to security threats based on a concrete application. The study also proposes an approach for performing systematic security analysis for agent-mediated application based on our results and experiences. The paper also investigates whether security requirements and threats change when an application is implemented using different types of agent platforms. Section 2 presents the booktrading application that is used as a case study, stakeholders and assets are presented in section 3, security requirements and threat modeling are presented in sections 4 and 5 respectively.

2. The Booktrading Application

The booktrading application comprises of booksellers and bookbuyer software agents that are ideally owned by separate individuals. The bookseller owners are responsible for maintaining bookstore operations which include stocking and setting prices for books. Bookbuyer software agents are responsible for buying books from bookseller agents on behalf of their owners. The implementation of the booktrading application was done in
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This paper presents a security analysis of an agent mediated application in an open distributed environment. We use a case study of a booktrading application that we implemented using AgentScape and JADE agent platforms. The paper analyzes whether security requirements, threats and countermeasures for an agent mediated application change when implemented on different types of agent platforms and presents countermeasures to generic and application specific threats.
AgentScape [Overeinder and Brazier 2005] (version 0.9.1) and Java Agent Development Environment [Bellifemine et al. 2007] (JADE version 3.6) agent platforms. The purpose of implementing the application in two agent platforms was to investigate whether threats, security requirements and threat countermeasures for the application would change when implemented in either of the platforms. The bookseller interface is used by the bookseller owner to store information about books available for sale. In addition to the book title and year of book publication, the bookseller also records the first price of the book and lowest price at which he/she can sell a book. The first price is the best reasonable price that a seller finds competitive in the market. It is in the best interest of booksellers to keep information about the lowest price of the book secret from buyers and other sellers. Keeping this information secret prevents the bookseller from being exploited by buyers during negotiation. Additionally, the bookseller might be helped in keeping pricing information secret from other booksellers to avoid competition that may arise from other booksellers in the environment setting their prices based on what they know about the seller. The bookbuyer interface is used by the bookbuyer owner to send out requests to booksellers. Using the bookbuyer interface, the bookbuyer owner informs the agent of the best price at which they wish to buy the book and the maximum amount they are willing to pay.

The bookbuyer agent also implements a protocol for negotiation with the bookseller in case the desired book is found to be at a price higher than the bookbuyer’s best price. The current implementation of the negotiation protocol always proposes a price that is half the sum of the best and highest price. Ideally this strategy should not be known to the bookseller, otherwise a bookseller agent can exploit this information to sell at a higher price to the bookbuyer than they should have done in case they didn’t know the buyer’s negotiation strategy. Figure 3 below presents an interaction protocol between the bookseller and bookbuyer for the booktrading application. The current implementation of the booktrading application does not support mobility of either the bookseller or the bookbuyer. The choice of having the bookseller stationary was a design decision made to support functionality for storing books in a MySQL [MySQL, AB ] database, while the choice of having the bookbuyer stationary was due to limitations in inter-platform migration of JADE agents. The current version (3.6) of JADE does not have proper support for inter-platform migration. The mobility addon was developed for an older version of JADE and has not been since updated. Similar design decisions where taken with AgentScape, but the implementation limitations were different from those experienced with JADE. Nevertheless, security considerations for having the bookbuyer mobile were considered. The requirement of having the bookbuyer mobile could arise when it is deemed necessary to have the buyer migrate to the platform that has the desired book. Such a necessity would arise in case it is considered computationally expensive for the buyer to perform all tasks from the bookbuyer owner’s platform.

3. Stakeholders and Assets

This section presents stakeholders and assets in the booktrading application and agent platforms that were used in the implementation of the booktrading application. These
stakeholders and assets are partly derived from the functional requirements of the booktrading application.

3.1 Booktrading Application Stakeholders

(i) **Application creator:** This is the individual or organization that developed both the agent bookseller and agent bookbuyer. (ii) **Bookseller owner:** The individual or organization that owns the bookseller agent. (iii) **Bookbuyer owner:** The individual or organization that owns the bookbuyer agent. (iv) **Platform creator:** The individual or organization that developed the agent middleware (here in referred to as the agent platform). (v) **Platform owner:** This is the stakeholder category that owns or administers the operating system (host) on which the agent platform is installed.

3.2 Booktrading Application Assets

**Bookseller agent:** This is the agent code that is responsible for handling tasks related to storing books in the bookstore and interacting with bookbuyers.

**Bookbuyer agent:** The agent code that represents the human bookbuyer in booktrading tasks. The bookbuyer agents captures the title, the maximum age of the book, best and highest price that the agent owner would be willing to pay for the book.

**Interaction protocol:** The interaction protocol represents a set of rules through which messages exchanged between the agent buyer and agent seller are interpreted. In case the interaction protocol is not followed, it is assumed that either party would not understand what they other is saying. The format of interaction messages were previous defined by Foundation of Intelligent Physical Agents (FIPA)[FIPA 2002]. The booktrading application extends the interaction protocol to include negotiation. The negotiation protocol is implemented by the bookseller and book-buyer agents to handle the logic through which they can agree on an alternative price that is different from the booksellers first price and the bookbuyers best price.

**Agent platform:** The agent platform provides the execution environment for both the bookseller and bookbuyer.
Fig. 1. Interaction protocol for booktrading application
3.3 Platform Assets

This section presents platform assets for AgentScape and JADE agent platforms. Separating the assets and possible attacks to the agent platforms created a basis for thinking about generic countermeasures for attacks on agent platforms.

3.3.1 AgentScape Platform Assets.

**AgentScape system services**: The component represents core kernel services for AgentScape. System services ensure that the right classes are used in the communicator. AgentScape system services provide lookup services through which agents and services are registered and discovered. They also provide a communication module through which messages are exchanged between agents and remote agent management platforms.

**Agent server**: Provides services for loading of agent code from the agent container, startup and termination of the agent. Facilitates agent access to kernel services, provides mechanism for making negotiation calls. The agent server also uses an agentwrapper to provide interaction between a running agent and agentscape middleware.

**Host manager**: AgentScape host manager provides agent container management for mediating access to agent stores. The hostmanager additionally facilitates data handling during agent migration. The host manager provides agent life cycle management services such as migration, suspending, stopping and running of an agent.

**Location manager**: Provides an agent management module that facilitates inserting new agents into a location and handling of migration requests from local agents and remote location managers.
3.3.2 Jade Platform Assets.

**JADE Core Base Service:** Microkernel of the JADE system that provides a uniform mechanism for management and service discovery.

**Agent Management Services:** Agent management services define the agent, provide platform administration, status information for agents and a unique naming scheme.

**Messaging Services:** Microkernel service responsible for managing communication between agents and other entities in across agent platforms. Event Notification Services: Represents events related to the agent life-cycle and configuration.

**Agent Mobility Services:** JADE microkernel provides an agent mobility service to facilitate migration within containers on the same platform and migration from one platform to another.

4. Security Requirements

This section covers security requirements for both the agent platform on which the agent-mediated application can be executed and security requirements for the booktrading application.

4.1 Application Security Requirements

We use the Confidentiality, Integrity, Authentication and Non-repudiation (CIAN) taxonomy to define security requirements for both the bookseller and bookbuyer agents. The Confidentiality, Integrity and Authentication (CIA) taxonomy has been reviewed by Howard et. al [Howard and Lipner 2006] in regard with risk analysis. This section presents a forth requirement of non-repudiation and brief definition of CIA components. **Confidentiality:** This is a security requirement that ensures information exchanged and stored in the system is accessed by only authorized users. **Integrity:** This requirement ensures that changes to information or application code are only done by authorized users. **Availability:** This is a security requirement that ensures that information and application resources can be accessed by all legitimate parties. The
legitimate parties may include users and software processes. **Non-repudiation:** This security requirement ensures that all parties can be held accountable for their actions. It ensures that all actions taken cannot be denied at a later time.

### 4.2 Bookseller Security Requirements

This subsection presents security requirements for the bookseller agent application.

**Confidentiality:** The bookseller should not release buyers private information to the public and the information should be protected from attackers.

**Integrity:** Bookseller should prevent book reviews from being manipulated or changed by people who did not write them.

**Availability:** (i) The bookseller should not prevent some books from being available to some buyers for one reason or another. (ii) The bookseller should allow the buyer to choose a book based on attributes such as price, publication date, quality and relevance among others. (iii) The bookseller should not deny bookbuyers a chance to negotiate when requested. (iv) The bookseller should not disable possibilities of writing reviews and posting them from genuinely critical reviewers and buyers. (v) The bookseller should not prevent potential buyers from reading book reviews.

**Non-repudiation:** The bookseller should not be able to deny any information that is exchanged with the bookbuyer such as having received payment from bookbuyers or purchase orders.

### 4.3 Bookbuyer Security Requirements

This subsection presents security requirements for the bookbuyer agent application.

**Confidentiality:** (i) Should be able to migrate from one platform to another and perform computational tasks from local and remote hosts/platforms without leaving information traces for attackers. Such information could include platforms-hosts they have previously visited and budget information for their shopping. (ii) The bookbuyer should have control on the type of information that they have to submit to the operation environment. Withholding some information for privacy reasons should not be a cause for denying them access to requested services. (iii) Bookbuyer should avoid forming a coalition in which it will be exploited. E.g exposing information it carries to malicious bookbuyers.

**Integrity:** (i) The bookbuyer should not be manipulated to buy a book that is not the best on offer. (ii) The information carried by the bookbuyer agent on behalf of the agent owner, should be protected from attackers that might want to change it.

**Availability:** (i) Bookbuyer should be able to find a book available for sale.

(ii) The bookbuyer agent should protect the information it carries and prevent it from being destroyed by attackers. (iii) Bookbuyer should not be prevented from forming a coalition with other bookbuyers for mutual benefit.

**Non-repudiation:** The bookbuyer should not be able to deny that they ever ordered for a book.
4.4 Platform Security Requirements

The agent platform security requirements are derived from the CIAN acronym that was defined in subsection 4.1.

Confidentiality: In case of agent migration, the agent platform needs to protect the migration path of the agent. The migration path might contain information concerning platforms the agent has previously visited and intended destinations.

Integrity: (i) The agent platform is expected to maintain integrity of agents (agent code) and protect them from malicious attackers in the environment. It is important to note that malicious platforms might try to do otherwise. (ii) The agent platform should provide a mechanism for detecting compromised or malicious agents.

Availability: (i) The agent platform needs to ensure availability of messaging service for agent communication. Termination of the messaging service would prevent agents from communicating, while a comprised messaging service could yield unexpected and undesired results for the intentions of the communication. For example, attacker could delay messages for the intended destination whose requests might have been time bound. (ii) The agent platform should have policies for regulating access to system resources to prevent starvation of some agents by others that may intentionally or otherwise over consume system resources.

Non-repudiation: The agent platform needs to provide a mechanism through which agents can be accountable for the actions they perform when visiting platforms.

5. THREAT MODELING

We use the STRIDE[Howard and Lipner 2006] taxonomy to identify possible threats faced by the booktrading application and the agent platform on which the application is executed.

Spoofing Identity: This is a form of attack in which someone or an entity pretends to be someone else of another entity. For example agent X pretending to be agent Y.

Tampering: Tampering attack refers to unauthorized changing of software code or information.

Repudiation: This refers to a circumstance in which a software process or an individual deny responsibility for their actions.

Information disclosure: This refers to unauthorized access to information.

Denial of Service: This is a form of attack that denies legitimate access to resources such as information, storage space, processor and communication channels.

Elevation of privileges: This refers to a form of attack in which an entity with lower privileges gains unauthorized higher privileges.

A more detailed explanation of the STRIDE components was presented by Howard et. al [Howard and Lipner 2006].
5.1 Application Threat Model

The book trading application is an agent mediated application in which one agent acts as a seller and another agent as a buyer. The bookseller agent provides a variety of books for sale in a manner similar to bookstores such as amazon, but in this setting the bookseller expects the buyers to be software agents. The bookbuyer agents are supposed to search in the books catalogue and compare prices and other attributes such as publication date, relevance and book ratings on behalf of their owners. The bookbuyer agent is expected to perform these tasks for a range of booksellers that have books available for sale. This section covers possible goals of the attacker against the bookseller and bookbuyer agents and suggests possible countermeasures to the identified threats.

5.1.1 Possible Goals of Attackers against Bookseller

i. **Spoofing Identity:** An attacker could spoof the identity of a bookseller and requests payment from buyers for books that will not be delivered.

ii. **Tampering:** (i) The attacker may want to change information in the booksellers catalogue so that book attributes such as price, publication date, quality and relevance are not correct. These changes could lead bookbuyers into choosing items that they were not supposed to buy. (ii) An attacker could change book reviews and rating so that consumers will not buy books from that particular bookseller.

iii. **Repudiation:** A malicious bookbuyer could deny having requested or received a book from the bookseller.

iv. **Information Disclosure:** (i) The attacker could compromise the negotiation logic implemented in the bookseller. E.g. if an attacker knows the price that a consumer wishes to pay for a product, the attacker could lower their prices to outcompete other sellers or simply to distract the buyer from making a genuine negotiation or purchase. (ii) An attacker may wish to access and log information concerning bookbuyers. The intention of this attack would be to compromise buyers privacy.

v. **Denial of Service:** (i) An attacker could block the messaging service between the bookbuyer and the bookseller. (ii) The attacker could try to remove items from the booksellers catalogue of books so that books requested by the book-buyer are not available. (iii) An attacker could block buyers from writing and sending reviews on books. Such an attack could negatively affect the bookseller if buyers wish to know whether the books on sale are good and price worthy.

5.1.2 Possible Goals of Attackers against Bookbuyer:

i. **Spoofing Identity:** An attacker could spoof the identity of a bookbuyer agent and purchases books that could be reputation damaging to the agent owner. This attack could be more severe in a general purpose e-commerce application where many types of products could be bought.

ii. **Tampering:** (i) The attacker could alter message responses from the bookseller to indicate to the bookbuyer that the requested book is not available, even when it
is actually available. (ii) An attacker could change book reviews and rating so that consumers are lured into buying books that are not price worthy. (iii) An attacker could change information requests from the bookbuyer to indicate different requests to the bookseller from the ones submitted by the bookbuyer. Such attacks could lead the bookbuyer into getting invoices for books they did not order. Additionally, buyers could get false responses such as requested books not being available, even in circumstances where the books are available.

iii. **Repudiation:** A malicious bookseller could deny having received payment for a book. In such a case, the bookbuyer would end up losing money.

iv. **Information Disclosure:** (i) An attacker may have interest in accessing private information that is carried by a bookbuyer agent. (ii) An attacker could lure a bookbuyer into forming a coalition in which it would be exploited. E.g leaking information it carries to malicious bookbuyers.

v. **Denial of Service:** (i) An attacker could lure a bookbuyer into forming a coalition in which it would be exploited. (ii) The attacker could block the messaging service between the bookbuyer and the bookseller. (iii) The bookbuyer could be denied a chance of forming a coalition with other buyers by withholding coalition formation information. This attack could also affect the bookseller by not making a needed sale. (iv) An attacker could prevent potential buyers from reading book reviews. (v) An attacker could create a malicious bookstore to prevent a bookbuyer from finding a genuine book to buy.

### 5.1.3 Application Specific Countermeasures.

This section presents countermeasures for the security challenges that are likely to be faced by the agent bookseller and bookbuyer. The countermeasures are meant to prevent attackers’ goals that were identified in subsection 5.1.1. The countermeasures are combined for attacks on the bookseller and bookbuyer agents, because these attacks are similar in nature. We also assume that safe coding procedures were followed for both the application and agent platform. When software security flaws such as buffer overflows exist in software, then authentication and authorization schemes can be subverted.

i. **Spoofing Identity:** Spoofing of an agent’s identity can be prevented by providing an identity management system[de Groot and Brazier 2006] through which agents are assigned names (or identities) that are difficult to be changed by the agent or an attacker. Authentication and authorization systems such as kerberos[ste 1988] or message authentication codes [Kaliski and Robshaw 1995] can be used to authenticate agents’ identity or their owners. In this setup an agent would be required to submit a message to the service provider indicating their identity and a small message encrypted by their private key. The service provider would then retrieve a public key (from the key-management system) that is needed to decrypt the short message. It is assumed with public-key cryptography that the private key of the agent is key secret.
ii. **Tampering:** Two things need to be protected against tampering. That is the information or data carried by agents and the agent code. The countermeasures available against these attacks fall into categories of prevention and detection. Message authentication codes (MAC) [Kaliski and Robshaw 1995] and digital signatures on the agent code and data are used to detect any form of tampering on the agent code and data.

iii. **Repudiation:** Public-key digital signatures can be used to prevent repudiation by either a malicious bookseller or bookbuyer. In order to prevent repudiation, digital signatures would be required on messages from either the bookbuyer or bookbuyer. When a given agent (A) encrypts messages using their private key, those messages can only be decrypted by a corresponding public key that certainly belongs to the sending agent. The main challenge to this kind of solution is that security depends on the secrecy of the secret key.

iv. **Information Disclosure:** This countermeasure should protect information carried by the agent. Such information includes target book titles, best and highest price that the bookbuyer is willing to pay for the book. Confidentiality of this information can be provided by encrypting the information carried by agents.

v. **Denial of Service:** The agent platform and agent execution environment needs to provide strong authentication [ste 1988] and authorization for processes that access system resources. Authentication and authorization are useful in preventing non-authorized users and processes from accessing privileged resources that could be critical for correct functionality of the agent application. Apart from preventing users and processes from accessing privileged resources and services, authentication is useful for detecting users and processes that may breach the imposed restriction. In detecting which users or processes performed certain tasks, accountability can be achieved for all activities undertaken in the system. The concept of a trusted third party can be used to determine ratings of a bookseller before it can be considered by the bookbuyer for purchase of a book. A trusted third party would help in preventing malicious booksellers from participating in booktrading transactions.

### 5.2 Platform Threat Model

The platform threat model is based on the Java Agent Development Environment (JADE) [Bellifemine et al. 1999] and AgentScape [Overeinder and Brazier 2005] platforms whose assets were presented in subsections 3.3.2 and 3.3.1 respectively.

#### 5.2.1 Possible Goals of Attackers against Agent Platform

i. **Spoofing Identity:** An attacker could launch counterfeit agents using the agent platform to participate in a transaction they are not supposed to be involved. For example, an agent Z (representing an attacker) could spoof the identity of agent X in order to perform actions privileged to X.

ii. **Tampering:** (i) An attacker could be interested in altering agent code through the agent platform so that the agent does not do what it is supposed to do. (ii) The attacker could use a weakness in the agent platform to reach and subvert the communication
channel for agents. (iii) The attacker could use the platform to migrate an agent from a trusted platform to a compromised one.

iii. **Information Disclosure**: In circumstances where agent platforms keep a non-repudiable log of agent events, an attacker could be interested in knowing about action of a particular agent. An attacker accessing this information could violate agent’s confidentiality requirements. Additionally, the attacker could use this information to launch other forms of attacks against the agent.

iv. **Denial of Service**: An attacker could be interested in subverting the Agent Management System (AMS), Directory Facilitator (DF) and Management services.

v. **Elevation of Privileges**: Exploiting a flaw in the agent platform to grant higher privileges to malicious agents. Such malicious agents could be interested in using free resources on platform hosts, or even overconsuming system resources in order to deny services to legitimate users.

5.2.2 **Platform Specific Countermeasures**.

This section presents security techniques that are needed by the platform to achieve the security requirements indicated in section 4.4 and to prevent attackers from achieving their objectives stated out in subsection 5.2.1.

i. **Spoofing Identity**: Provide identity management: Only authenticated and registered agent owners are allowed to launch booksellers into the environment to prevent scenarios of malicious booksellers. A trusted third party can be used to verify and certify credentials agents.

ii. **Tampering**: As indicated in subsection 5.2.1 the attacker may want to change the agent code or migrate an agent to a malicious platform. The action of changing or tampering with agent code can be prevented by code signing [Jansen 2000] with a digital signature. Agent migration to malicious platforms can prevented by use of security policies to authorize sensitive actions to be executed by only trusted parties.

iii. **Repudiation**: Combined with identity management, a non repudiable log kept by the agent platforms would be useful in tracking actions that were performed by various agents.

iv. **Information Disclosure**: Confidentiality of the agent logs resident on the agent platform can be achieve through encryption. However, encryption has to be applied with consideration for low resource platforms like mobile devices.

v. **Denial of Service**: Use of security policies for authentication and authorization of users and processes to key assets for the agent platform would prevent denial of service attacks.

vi. **Elevation of Privileges**: This attack can be stopped by preventing software security flaws such as buffer overflows and SQL injection. Language based security mechanisms such as static source code analysis to enforce safety properties of the programming language, sandboxing and proof carrying code can be used.
6. Conclusions And Remarks

In this paper, we present a systematic approach for performing a security analysis of an agent mediated application. We have presented the Confidentiality, Integrity, Availability and Non-repudiation (CIAN) framework through which security requirements for an application can be derived and combined it with STRIDE[Howard and Lipner 2006] to obtain possible attacker goals. The proposed countermeasures (presented in subsections 5.2.2 and 5.1.3) are clearly generic for any agent application and indicate generic assets that need to be protected in an agent mediated application.

Our results indicate that security requirements for the agent application did not change significantly when implemented with either AgentScape or JADE. In reference to subsection 3.3, the assets of the agent platforms fall in the categories of (i) Agent Management Services, (ii) Directory Facilitator, (iii) Messaging Services, (iv) Mobility Services and (v) Event Notification Services. This implies that these assets need to be protected irrespective of the agent platform against all possible forms of attacks for the agent environment to be considered secure. Furthermore, for any application to be considered secure, its security requirements have to be catered for in the implementation and assets protected.

6.1 Implementation Experiences and Issues

This section presents some key issues and experiences that were encountered during the implementation phase of the booktrading application on JADE and AgentScape platform.

The implementation challenges were different for the platforms (AgentScape and JADE) that were used. Intra-platform migration challenges were faced with JADE (version 3.5 and 3.6) mainly because the mobility add-on was implemented for lower version of JADE. In AgentScape, implementation challenges were faced with service discovery facility due to the nature of requirements that were imposed by the application. It is worthy noting that these middleware platforms (mostly especially AgentScape) are still under heavy development and most problems are being solved as they are reported by users.

7. Future Work

The information disclosure countermeasure needs to protect the bookbuyer against traffic analysis by an intelligent bookseller. In this example booktrading application, the bookbuyer negotiates by sending a second price that is half the sum of the best and highest price. Using traffic analysis, an intelligent bookseller could be able to generate these two (best and highest) prices of the bookbuyer. The bookseller knowing these prices puts the bookbuyer in a poor negotiation position. Furthermore, the countermeasure should protect the negotiation protocol from revealing negotiation strategy. Additionally, some malicious participants could start the negotiation protocol and then terminate it with the intentions of stealing information concerning pricing and introducing annoyance attacks.
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